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ABSTRACT

Modern software projects have been progressing towards a cloud-based, serverless pro-

gramming model, where software applications use cloud services as important components.

Such cloud-based programming practice greatly simplifies software development by harvest-

ing cloud benefits (e.g., high availability and elasticity). However, it imposes significant

challenges for software testing and analysis, due to the opaqueness of cloud backends and

the monetary cost of invoking cloud services for continuous integration and deployment.

As a result, software developers commonly use cloud emulators for offline development and

testing, before online testing and deployment.

This thesis presents a systematic analysis of cloud emulators from the perspective of cloud-

based software testing. Our goal is to (1) understand the discrepancies introduced by cloud

emulation with regard to software quality assurance and deployment safety and (2) address

inevitable gaps between emulated and real cloud services. The analysis results are concern-

ing. Among 255 APIs of five cloud services from Azure and Amazon Web Services (AWS),

we detected discrepant behavior between the emulated and real services in 94 (37%) of the

APIs. These discrepancies lead to inconsistent testing results, threatening deployment safety,

introducing false alarms, and creating debuggability issues. The root causes are diverse, in-

cluding accidental implementation defects and essential emulation challenges. We discuss

potential solutions and develop a practical mitigation technique to address discrepancies of

cloud emulators for software testing.
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CHAPTER 1: INTRODUCTION

1.1 MOTIVATION

Modern software development has been progressing towards a cloud-based, serverless pro-

gramming model, where software applications increasingly use cloud services as important

components for storage, database, data processing, etc. Such cloud-based programming

practice greatly simplifies software development and deployment (e.g., applications no longer

needs to purchase or manage large-scale infrastructue) and helps by harvesting cloud ben-

efits (e.g., high availability and elasticity) and software deployment by reducing the cost of

purchasing and managing large-scale systems and infrastructures. Today, all major cloud

providers offer various services to support cloud-based software [1, 2, 3]. These cloud services

are widely used, e.g., the .NET SDK of Azure Storage services alone has tens of thousands

of downloads daily [4].

Despite its benefits, cloud-based programming imposes significant challenges to software

testing and analysis due to the opaqueness of cloud backends and the monetary cost of

invoking cloud services during continuous integration and deployment (CI/CD). First, unlike

other types of dependencies like libraries, which are linked as a part of the software program,

cloud services are external to cloud-based software (invoked via REST API calls), and their

backend implementations are opaque. It is hard to reason about the correctness of cloud-

based software independently, especially its end-to-end behavior. For example, regressions

of cloud backend implementations [5] can directly affect dependent software that invokes

corresponding APIs.

Second, testing cloud-based software with cloud services can be costly, especially with

CI/CD. Cloud services charge users based on the number of API invocations, storage capac-

ity, and additional features like transaction support [6, 7]. So, extensive testing on the cloud

is expensive. For example, the test suite of Orleans (a cloud-based software project) issues

120K+ Azure API calls. Under CI/CD, tests are continuously invoked [8, 9]. We expect

even higher costs in the near future as cloud services are increasingly adopted by software

projects and new tests are being added.

Today, developers commonly use cloud emulators for cloud-based software development

and testing before online testing and deployment. Nine out of ten projects we studied

(Chapter 3) use emulators for CI tests. A cloud emulator offers local simulation of large,

complex cloud services. For example, a fault-tolerant, persistent key-value storage service can

be emulated by a centralized, in-memory hash table [10]. Cloud emulators enable developers
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Figure 1.1: Implications of discrepancies between cloud emulators and cloud services with
regards to software testing.

to conduct prompt, cost-efficient offline testing and debugging [11]. They are transparent to

software under test—using emulators requires no code change but a simple setup to connect

to emulated services. Cloud emulators are typically developed or supported by cloud service

providers. For example, Microsoft provides emulators for Azure services, e.g., Azurite [12]

for Azure Storage Services [13].

Ideally, emulators should behave the same as real cloud services so that software quality

assurance, like testing, can rely on emulators. However, it is prohibitively difficult for em-

ulators to achieve perfect fidelity (considering the complexity, scale, and distributed nature

of cloud services). In practice, emulators implement specifications of cloud service APIs

(Chapter 2). However, as shown in our study (Chapter 5.1), specifications of today’s cloud

services and their APIs are often incomplete and limited. Without formal enforcement of

emulator compliance with real cloud service, it is unclear how much fidelity today’s emula-

tors could realize. We use the term discrepancies to refer to emulator behavior that deviates

from expected behavior of cloud services. We observed that discrepancies are constantly

reported to affect testing of cloud-based software [14, 15, 16, 17].

In this thesis, we aim to breakdown the fidelity of cloud emulatos and eventually, bridge

the gap between cloud emulators and cloud services, aiming to elevate the precision of cloud

emulation and its consequential benefits on the quality of cloud-based software and the en-
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hancement of developer experience. Specifically, we meticulously employ differential testing

on two renowned cloud emulators—Azurite [12] for Azure Storage services (encompassing

Blob, Table, and Queue) and LocalStack [18] for Amazon Web Services (including S3 and

DynamoDB)—to spotlight the nuances in behavior between emulated and actual cloud en-

vironments. By documenting and scrutinizing these variances, we delve into the underlying

root cause behind each discrepancy1.

Our analysis has yielded results that are very concerning. Among 255 APIs from five cloud

services, including Azure and Amazon Web Services (AWS), we detected discrepant behavior

between the emulated and real services in 94 (37%) of the APIs. These discrepancies have

profound implications for deployment safety and developer experience:

1. Code that passes tests with emulators may fail in production with real cloud services.

2. Test failures with emulators can be false alarms.

3. Debugging with emulators can be challenging due to discrepant feedback (e.g., error

codes and messages).

Figure 1.1 shows three examples we discovered in our analysis. We further analyze ten

open-source cloud-based software projects; five of them are affected by discrepancies—some

of their tests have inconsistent results when running on the cloud emulator versus the cloud

services. In one project (Durabletask [19]), 78% of the tests are affected.

The root causes of discrepancies are diverse but can be categorized into (1) incompleteness

of existing specifications, (2) unspecified behavior, and (3) implementation defects (such as

bugs and missing features). While these root causes reflect essential software engineering

challenges, we believe that many discrepancies could be addressed by more comprehensive

testing and more systematic specification. We discuss potential solutions and mitigations,

ranging from practical formal methods to new system-level support (Chapter 6).

We explore hybrid cloud-emulator testing as a short-term mitigation and develop a simple

tool named Et to selectively run tests on emulators versus cloud services, based on whether

the test invokes discrepant APIs (Chapter 7). Et offers different policies depending on

whether discrepant API information is known as apriori or being determined via in-situ

analysis. Through Et, we demonstrate that hybrid testing not only yields considerable cost

savings compared to running all tests with cloud services.

1As a first step, this thesis focuses on basic functional correctness, instead of performance or fault tolerance
(e.g., data consistency and crash consistency) which are beyond the expectation of local emulation.
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1.2 CONTRIBUTION

This thesis makes the following main contributions:

� An in-depth exploration of the challenges encountered in testing cloud-based appli-

cations using cloud emulators. This discussion sheds light on the obstacles that the

developers face in ensuring the reliability of cloud software.

� A comprehensive analysis that scrutinizes the discrepancies between actual cloud ser-

vices and their emulators. This analysis delves into the characteristics of these dis-

crepancies, identifies their underlying causes, and evaluates their impact on software

testing.

� A thorough discussion on potential solutions for addressing these discrepancies includ-

ing a mitigation tool designed to selectively run software tests on the emulator while

achieving a balance between reliability and cost-saving in the testing process.

� A detailed account of the bugs that were discovered during the analysis and reported

to the developers. So far, six of these bugs have been confirmed and five have been

fixed.

� Our research artifact is available for public access at GitHub repository: https://

github.com/team-cloudtest/cloudtest.
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CHAPTER 2: BACKGROUND

2.1 CLOUD SERVICES AND THEIR APIS

Modern cloud services are programmatically accessed via REST APIs on top of HTTP(S).

A service typically exposes several tens of REST APIs. REST APIs use HTTP requests along

with URIs (Uniform Resource Identifies) for accessing resources on the cloud. It utilises

HTTP methods (POST, GET, PUT, DELETE) to perform CRUD operations (Create, Read,

Update, Delete) on the resources exposed by the cloud service. For example, AWS S3 exposes

97 REST APIs [20], and Azure Blob service exposes 72 REST APIs [21]. To ease developer

programming, cloud services provide Software Development Kits (SDKs) with high-level,

language-specific library APIs. Typically, SDK APIs wrap the raw REST APIs, and for a

service, more SDK APIs are built on top of the REST APIs. (e.g., S3 Python SDK has 108

APIs [22] and the Python SDK of Azure Blob has 81 APIs [23], respectively). Most existing

cloud-based applications invoke SDK APIs to interact with the cloud services instead of

calling raw REST APIs. Figure 2.1 shows an example of creating an Azure Blob Container

using REST API and its equivalent SDK method in Python.

API Specification. The REST APIs are commonly described using specification lan-

guages such as OpenAPI Specification [24]. The specification describes the API version,

Request Syntax:

PUT https :// myaccount.blob.core.windows.net/mycontainer?restype=container

HTTP /1.1

Request Headers:

x-ms -version: 2011 -08 -18

x-ms -date: Sun , 25 Sep 2011 22:50:32 GMT

x-ms -meta -Name: StorageSample

Authorization: SharedKey myaccount :{key}

Listing 2.1: REST API Request

def create_container(self): from azure.storage.blob import BlobServiceClient

blob_service_client =

BlobServiceClient.from_connection_string(self.connection_string)

try: self.blob_service_client.create_container(self.container_name) except

Exception as e: print(e)

Listing 2.2: SDK Method in Python

Figure 2.1: REST API call to create an Azure Blob Container and its equivalent SDK
method in Python.
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request URI, content type, input parameter, output format, error code and messages, etc.

The API specifications are used by cloud emulators (Chapter 2.2) to develop emulated APIs.

We find that the API specifications are often incomplete. For example, the OpenAPI spec-

ification of Azure Blob services only specifies value constraints (including data types) for 63

(59%) of 107 parameters across all Azure Blob REST APIs. Moreover, all the specifications

are for data type, value range, and default value, without deeper behavior semantics.

SDKs often implement additional checks to constrain parameter values of API calls over

the API specifications. Hence, parameter values that can satisfy the API specification can

be rejected by the SDK checks to prevent erroneous and malformed REST API calls from

the applications.

Pricing. Cloud services are expensive. Despite different pricing models of cloud services,

pricing typically depends on the amount of data to be stored and the cost of operations.

Take Azure Blob service as an example. The price for 100TB/month ranges from $91–

$1,545, depending on the access tiers [6]. Azure Blob service then charges for read, write,

iterative-read, and iterative-write operations separately [25]. For example, the price for

write operations varies from $0.0228–$0.13 per 10,000 writes, depending on the tier. Other

features, such as redundancy [26, 27, 28], further increase the cost.

With the current pricing model, testing cloud-based software incurs non-trivial monetary

costs. To demonstrate the cost, we run the tests of Orleans (a cloud-based software project)

with the Azure Storage services with standard configuration. Orleans has 189 tests that issue

120K+ Azure API calls over 23 unique APIs. We run these tests 500 times, which costs

$74.5 US dollars (we expect 500 times to be a reasonable time in CI/CD of large software

projects [29, 30]). Moreover, as cloud and serverless computing trends emerge, applications

are expected to increasingly utilize cloud service APIs, leading to significantly higher testing

costs.

2.2 CLOUD EMULATOR

To reduce cost and get prompt feedback, developers commonly use cloud emulators for

offline development and testing. Developers also commonly use emulators to debug produc-

tion problems. Emulators run as local daemons that simulate cloud services. Cloud-based

software programs transparently interact with the emulator like how they interact with cloud

services—using an emulator only needs a simple configuration that switches the connection

from a cloud handle to localhost listened to by the emulator; no code change is needed.
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Most cloud services provide developers with official emulators. For example, Microsoft

provides emulators for Azure Storage and CosmosDB, and AWS provides emulators for Dy-

namoDB and Step Functions. Moreover, third-party emulators are developed. One successful

example is LocalStack [18], which emulates many AWS services such as S3 and DynamoDB.

Compared with official emulators, LocalStack provides a more usable integrated develop-

ment environment [31]. Our study deliberately selects an official emulator (Azurite) and a

third-party emulator (LocalStack).

For compliance with the target cloud services, cloud emulators are commonly built on

top of API specifications. For example, Azurite uses AutoRest [32] to generate stub code

from the OpenAPI specification of Azure Storage services [33]. LocalStack employs weekly

GitHub Action Checks to detect any changes of the API specifications of AWS [34].

7



CHAPTER 3: METHODOLOGY

We use differential testing to discover discrepancies between cloud emulators and real

cloud services. Basically, we issue the same REST API calls to the emulated service and the

cloud service independently and check the resulting behavior, including the return values,

error codes or messages (if any), and states of key data objects such as blobs and containers.

Any inconsistent behavior is a potential discrepancy. Once we confirm a discrepancy, we

debug it and localize the source-code location in the emulator that causes the discrepancies.

3.1 STUDIED EMULATORS AND SERVICES

Emulators. We choose to study Azurite [12] and LocalStack [18] because they represent

state-of-the-art emulators and are widely used. Azurite represents the official emulators

provided by cloud service providers while LocalStack represents third-party emulators de-

veloped by companies of cloud-based integrated programming environments. Importantly,

both emulators are open-sourced, which enables us to debug discovered discrepancies. Ta-

ble 3.1 lists the information of the two emulators. Note that LocalStack supports 70+ AWS

services [31]; Table 3.1 only lists services studied in this thesis.

Services. We select five widely used cloud services: Blob, Queue, and Table services

from the Azure Storage services and S3 and DynamoDB from AWS. All these services are

supported by the corresponding emulators (Table 3.1).

3.2 TEST WORKLOADS

We use two complementary test workloads. First, we leverage API fuzzing to generate

sequences of REST API calls. Each API call sequence is a test workload and the workloads

cover all the REST APIs provided by the target cloud services. The API fuzzing workloads

help us understand the discrepancies in each REST API and characterize a broad range of

APIs.

Table 3.1: Emulators and cloud services studied in this thesis

Emulator Service LOC #Commits Developer

Azurite Blob, Queue, Table 2,591K 1,034 Official
LocalStack S3, DynamoDB 449K 5,527 Third-party

8



Note that the fuzzing is done against SDK APIs, not raw REST APIs. In fact, we started

from REST API fuzzing using RESTler [35]. However, we found that certain discrepancies

are not possible if the software under test uses SDKs which have additional checks (Chap-

ter 2). In practice, developers rarely craft REST API calls directly but mostly call SDK

APIs. Since our goal is to understand discrepancies in the context of software development,

rather than security analysis [35, 36], we choose to fuzz SDK APIs. Basically, we focus on

analyzing discrepancies faced by cloud-based software developers.

We also use the test suites of existing cloud-based software projects as the test workloads.

Many tests invoke cloud service APIs. These tests help understand the impact of discrep-

ancies on testing real-world software projects, which is complementary to fuzzing from the

API perspective.

3.2.1 Fuzzing SDK APIs.

We implemented a grammar-aware API fuzzer to generate diverse SDK API calls as test

workloads. We start from default or predefined parameter values for each SDK API and the

fuzzer mutates parameter values based on value constraints defined in OpenAPI specifica-

tions of REST APIs (the “grammar”). To do so, we establish the mapping from the parame-

ters of REST APIs to the ones of corresponding SDK APIs; the mapping process is straight-

forward because SDK APIs are mostly wrappers over raw REST APIs. The grammar-based

mutation ensures that generated SDK API calls are mostly valid and can reach emulated or

real cloud services. Our fuzzer implements the fuzzing approach of RESTler [35]: (1) infer-

ring producer-consumer dependencies among request types (e.g., “API Y should be called

after API X” because Y takes as an input a resource-ID produced by X) and (2) taking

dynamic feedback from responses during testing (e.g., learning that “a API Y called after a

sequence X → Y is refused” and avoiding this combination in the future).

We monitor the response of each API call. If inconsistent responses are returned by the

emulator and the cloud services (including both HTTP response status code like 200 and

404, as well as error code and message if the response returns an error), we capture and

record the discrepancy and abort the test. Otherwise, we progress to the next API call

in the generated sequence. We also check the key data objects before and after the API

calls (e.g., the number of blobs for Azure Blob Services) to capture discrepancies with no

immediately observable manifestation, such as resource leaks (Chapter 4.2). Those checks

are service-specific.

Due to resource constraints (limited cloud education credits), we were only able to conduct

our analysis using the Python SDKs of the studied cloud services.
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Table 3.2: Cloud-based software projects. “#Tests” refers to tests that invoke cloud services;
“#APIs” refers to unique APIs.

Project Services LOC #Tests #APIs

Alpakka Queue 22.5K 9 6
AttachmentPlugin Blob 1.9K 23 7
DurableTask Blob, Queue, Table 59.0K 101 30
IdentityAzureTable Table 85.7K 51 6
Insights Blob, Queue, Table 144.8K 171 20
IronPigeon Blob 37.8K 7 8
Orleans All services but S3 204.8k 247 35
ServiceStack DynamoDB, S3 756.2K 187 15
Sleet Blob, S3 21.2K 22 21
Streamstone Table 4.6K 75 7

3.2.2 Using existing tests.

To understand the impact of discrepancies on real-world software projects, we perform

differential testing using test suites of ten open-source projects that use the studied cloud

services (Table 3.2). These projects are mature and widely used, developed by companies

like Microsoft (Orleans, DurableTask), NuGet (Insights), and PetaBridge (Alpakka), and

are actively maintained (using recent versions of APIs). We make sure to select applications

that are actively maintained.

In our study, we select tests that interact with the cloud services. The selection is done

by monitoring the HTTP traffic of each test in a reference run using the emulator. We

check whether a test outputs inconsistent results when running with emulators versus cloud

services. Table 3.2 shows the number of tests that invoke cloud services and the number of

unique APIs invoked by the test suite of each project.
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CHAPTER 4: DISCREPANCY CHARACTERISTICS

4.1 PREVALENCE OF DISCREPANCIES

Our analysis shows that discrepancies are prevalent in the two cloud emulators (Azurite

and LocalStack). The five cloud services we studied expose a total of 255 APIs. Among

these 255 APIs, our API fuzzer (Chapter 3) discovered discrepancies in 94 (37%). Table 4.1

shows the number of discrepant APIs of each service. Both Azurite and LocalStack have

a considerable percentage of discrepant APIs among all the APIs they support and across

the emulated services, showing that discrepancies are not specific to one emulator imple-

mentation or specific to APIs of a particular service. Rather, emulator fidelity is a common

challenge.

These discrepancies have different implications as exemplified in Figure 1.1, including (1)

deployment safety violations (1.1a), (2) false alarms (1.1b), and (3) debuggability issues

(1.1c). Table 4.2 categorizes the implications of the total 98 discrepancies discovered in the

94 discrepant APIs (one discrepancy can have different implications). Here, deployment

safety violations refer to cases where the same API call returns success on the emulator,

but returns error on the cloud service; false alarms refer to cases where the same API call

returns error from the emulator, but success from the real service. Debuggability issues refer

to cases where the same API call returns different responses from the emulator and the cloud

service, making it hard to debug the software. The results show diverse implications of these

discrepancies. We measure their impacts on real-world test cases in Chapter 4.3.

Surprisingly, we find that 37 of the 94 discrepant APIs are certified by the emulators

and considered “fully supported.” LocalStack adopts five methods to certify emulated

APIs [37, 38], including both internal and external integration tests (e.g., snapshot tests [39]).

Despite extensive efforts, 22 (out of 60) discrepant APIs from LocalStack are certified by all

five testing methods, while 39 (out of 60) discrepant APIs are certified with at least one test

method. On the other hand, Azurite’s baseline is to have coverage from atleast 1 unit/in-

tegration test for each newly implemented API[40]. They provide a list of implemented

and unimplemented features and APIs based on their testing. We found that 15 out of 34

discrepant APIs from Azurite are certified as fully supported by Azurite [41]. The results

demonstrate the difficulties that current testing-based methodologies encounter in identify-

ing inconsistencies, highlighting the need for more comprehensive strategies to ensure high

fidelity APIs.
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Table 4.1: Discrepant APIs with respect to the cloud services

Services Emulator Total APIs Discrepant APIs

Azure Blob Azurite 72 31 (43%)
Azure Table Azurite 15 1 (7%)
Azure Queue Azurite 18 2 (11%)
AWS S3 LocalStack 97 33 (34%)
AWS DynamoDB LocalStack 53 27 (51%)
Total 255 94 (37%)

Table 4.2: Impacts of discrepancies across emulators.

Impact Azurite/Azure LocalStack/AWS Total

Deployment safety 13 22 35
False alarms 12 33 45
Debuggability issues 9 9 18
Total 34 64 98

Key Finding: Discrepancies between modern cloud emulators and real cloud services are

prevalent (discovered in 37% of APIs on average and even in certified APIs). The implications

of discrepancies include unsafe deployment, false alarms, and debuggability issues.

Figure 4.1: Key findings of the practical impact of discrepancies.

4.2 DISCREPANCY MANIFESTATIONS

A notable observation is that discrepancies are manifested through not only inconsistent

responses to the API calls, but also inconsistent remote, cloud-side states. The latter creates

significant challenges to observe and understand discrepancies, especially with short-running

test cases. We implemented domain-specific checks to compare the remote states maintained

by the emulators and the corresponding cloud services (Chapter 3). For example, we check

the states of each container (maintained by the emulators and cloud services) before and

after each container-related API call.

Seven discrepancies have the same response to API calls but create inconsistent remote

states. For example, when invoking an Azure Blob API, “Container Restore [42]”, to recover

an early deleted container, both Azurite and the Azure Blob service return the same response;

however, the Blob service faithfully restores the deleted container, while Azurite creates a

new empty container. Such discrepancies may not be easy to capture without fine-grained
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checks.

We also find 44 discrepancies that cause inconsistent responses and inconsistent remote

states. For example, when calling a Blob API “BlockBlob StageBlockFromURL” [43] with

an invalid URL, Azurite succeeds by creating a new blob, while the Blob service fails with

InvalidHeaderValue.

Key Finding: Discrepancies that only manifested via inconsistent remote states are hard

to observe; fine-grained state checks are needed to capture those silent discrepancies.

Figure 4.2: Key findings of the challenges in observing discrepancies.

4.3 IMPACT ON REAL-WORLD TESTS

We measure the impacts of discrepancies on real-world test suites of cloud-based software

projects (Table 3.2). The impact is reflected by inconsistent test results when running the

same test with the emulator versus the cloud service. We call a test that invokes discrepant

APIs a discrepant test; a discrepant test may or may not output discrepant results. Among

the ten projects we evaluated (Table 3.2), we discovered discrepant test results in 50% of

them (five projects), as shown in Table 4.3.

Different projects are affected at different levels, ranging from 1% to 100% of tests that invoke

cloud services. The variation is attributed to the usage characteristics of the cloud service

APIs. Specifically, though we discovered a large number of discrepant APIs (Chapter 4.1),

not all these APIs are equally invoked by the test cases. Figure 4.3 depicts the popularity of

Table_Delete: 286 tests
BlockBlob_Upload: 190 tests

Queue_Delete: 157 tests
Container_Delete: 142 tests
Blob_AcquireLease: 128 tests

62 APIs are not used by any tests

Figure 4.3: Popularity of Azure Storage APIs, measured by the number of tests that use an
API across all the studied projects.
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Table 4.3: Software tests that are affected by discrepancies.

Project
# Discrepant # Discrepant Impact

Results Tests Safety Vio. False Alarms

Alpakka 9 (100%) 9 9 0
DurableTask 79 (78%) 101 79 0
Orleans 8 (9%) 82 5 3
ServiceStack 3 (2%) 72 2 1
Streamstone 1 (1%) 75 1 0
Total 100 339 98 4

all Azure Storage APIs (105 in total) invoked by all the tests of the studied projects, where

discrepant APIs are marked in red. Popularity is measured by the number of tests that use

the API. Among the 105 APIs, only 43 of them are invoked by at least one test. Only 12

APIs (out of 43) involved in the tests are discrepant (while 34 discrepant APIs in total are

discovered for Azure; see Table 4.1).

Note that the number of discrepant tests is much larger than the number of discrepant test

results manifested (Table 4.1). The reason is that many discrepant tests are only manifested

when certain parameter values are used.

The results have two important implications. First, addressing discrepancies can leverage

API usage characteristics in the field to prioritize widely used APIs. Oftentimes, fixing

discrepancies of a few APIs can eliminate a large number of discrepant tests or test results.

We take all the tests using Azure services as the example: by resolving the top five discrepant

Azure APIs in Figure 4.3, discrepant tests drop by 63% (from 267 to 99) and discrepant

results drop by 10% (from 89 to 80). The small drop in discrepant results is caused by tests

in DurableTask utilizing multiple discrepant APIs. If the top seven discrepant Azure APIs

are resolved, 75 out of the 79 discrepant results caused by DurableTask will be eliminated.

Second, fine-grained, parameter-level analysis can further capture discrepancies. Although

our analysis stays at the API level instead of parameters, we build on these implications

when designing mitigation solutions (Chapter 7).

Key Finding: Five out of ten studied software projects reveal discrepant test results caused

by discrepancies between emulators and cloud services. Those discrepant tests are caused by

a small set of discrepant APIs. Not all discrepant APIs manifest during testing if triggering

parameters are not used.

Figure 4.4: Key findings of the discrepancies in real-world test suites.
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We further categorize the implications of discrepant tests into (1) deployment safety viola-

tions (1.1a), and (2) false alarms (1.1b), as broken down in Table 4.3. Debuggability issues

are not applicable here as the tests all pass in the default setup.

The majority of test discrepancies would lead to deployment safety violations—the test that

passes with the emulator would fail when running with the cloud service (i.e., passing the test

provides no safety guarantee on the cloud). For example, a test CreateTaskHub in Durable-

Task uses the Azure Blob API, Container Create, to re-create a previously deleted blob

container. This test fails when run with the cloud service with an error message“the spec-

ified container is being deleted; try operation later,” due to DurableTaskStorageException

because container deletion is asynchronous and provides no guarantee for the time to finish.

However, this test always passes when running with the Azurite emulator, as Azurite always

deletes the container synchronously before the API returns.

False alarms are relatively less common than deployment safety issues (Table 4.3). Two

(out of four) false alarms are caused by brittle assertions on the error messages returned

by the API calls (which are discrepant between the emulator and the cloud service). Such

discrepancies can be addressed by enforcing the consistencies of the error messages. One false

alarm is caused by a flaky test [44, 45]; the non-deterministic flaky behavior only manifests

when running with the emulator, not with the cloud service, due to order differences caused

by discrepant timing of API calls. We fixed the flaky tests by adding await to enforce the

order. The last false alarm is caused by resource discrepancy—the stress-test in Orleans

exhausted the socket limit of LocalStack (which passes with the cloud service). Such resource

discrepancies are essential, and stress tests should not use emulators in the first place.

Key Finding: Deployment safety violations are the major implications of discrepant tests,

while false alarms also appear in testing results. Tests of cloud-based software projects need

to carefully decide to run on emulators versus cloud services.

Figure 4.5: Key findings of the implications of discrepancies in real-world test suites.
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CHAPTER 5: ROOT CAUSE ANALYSIS

To unravel the root causes of the 98 discrepancies discussed in Chapter 4, we debugged every

discrepancy by inspecting source code of the emulators (both Azurite and Localstack are

open-sourced) and analyzing runtime behavior of the cloud services.

We discuss the discrepancies from the specification perspective. From a high level, both the

emulator and the cloud services are implementations of the API specification. So, discrep-

ancies are the result of either incomplete specification or implementation defects. Based on

the existing API specifications (Chapter 2), we categorize the discrepancies into:

1. Defects in existing API specification: Both Azurite and Localstack adhere to

the API specifications of the cloud services (see Chapter 2.1), which specifies types

and value constraints of API method parameters and error code. However, the API

specifications are incomplete, leading to discrepant validity checks and error responses.

2. Unspecified behavior that is not considered in existing specifications: Many

discrepancies related to discrepant runtime behavior that is unspecified by, and likely

out of the scope of, existing API specifications. A common pattern of unspecified

behavior is asynchrony of API effects.

3. Implementation defects in the emulators or the cloud services: We also find

discrepancies due to defects in the emulator or in the cloud services such as unimple-

mented components and bugs.

Table 5.1 shows the three categories of discrepancy root causes.

During the project, we detected ten bugs in the two studied emulators, of which six have been

confirmed (and five fixed). We also detected two bugs in the cloud backend implementations,

which have been reported to the cloud service providers.

5.1 DEFECTS IN EXISTING SPECIFICATIONS

As discussed in Chapter 2, existing cloud service API specification focuses on parameter value

constraints and error codes and messages, from which emulators automatically generate stub

code that adheres to the specifications (e.g., using AutoRest [32]). However, we still find

that a significant percentage of discrepancies are caused by inconsistent validity checks of

parameter values as well as inconsistent error code and messages. The reason is incomplete

specifications. Table 5.1 shows that incomplete specifications can cause up to 58.1% of the

discovered discrepancies in a service.
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Table 5.1: Root causes of observed discrepancies.

Service Defects in Spec. Unspecified Defects in Impl.

Azure Blob 18 (58.1%) 1 (3.2%) 12 (38.7%)
Azure Queue 1 (50.0%) 1 (50.0%) 0 (0.0%)
Azure Table 0 (0.0%) 1 (100.0%) 0 (0.0%)
AWS S3 11 (29.7%) 14 (37.8%) 12 (32.4%)
AWS DynamoDB 2 (7.4%) 4 (14.8%) 21 (77.8%)
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Figure 5.1: Discrepancies caused by deficient specifications

Parameter value constraint. Ideally, the API specification should define all the value

constraints of every input parameter. In reality, API specifications are deficient. We observe

discrepant value constraint checks in twelve out of 34 discrepant Azure Storage APIs and

ten out of 33 AWS S3 APIs. We observe no such discrepancy in DynamoDB.

Figure 5.1a shows such an example from Azure Blob, where the value of the parameter

x-ms-proposed-lease-id of the Blob ChangeLease API should be in the GUID format [46].

The Blob service implements a format check, while Azurite does not. As a result, an invalid

API call of Blob ChangeLease will be returned successfully by the emulator but rejected by

the cloud. However, such value constraint is not specified in the OpenAPI specification of

Azure Blob services.

In another common discrepancy case across Azure and AWS, cloud service APIs require

authorization to private resources or sensitive operations (e.g., security configuration like

PutBucketAcl). In its absence, these requests are denied by the cloud service. However,

our results revealed that emulators often overlook this constraint, accepting such requests

with a 200 OK response, resulting in 8% of discrepancies. We find that the requirement

of authentication is commonly included in the specification, but only in text descriptions

which is not machine-checkable. Hence, it is not enforced by auto-generated stub code from

specifications. In fact, our experience of examining Azure and AWS OpenAPI specifications

shows that text-based API descriptions often includes constraints that are not in machine-

checkable specifications.
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Error response. We also find that specifications can be deficient in comprehensively defin-

ing the expected error code and messages and fail to associate them with the APIs, leaving

emulator developers to interpret discrepant error messages. Figure 5.1b shows such an exam-

ple. When a request is made with an out-of-range value for the numofmessages parameter,

the Azure Queue service provides a detailed message pinpointing the error. In contrast,

Azurite only responds with a “Bad Request” error code, offering no specific guidance and

impeding debuggability.

Discrepant error responses were particularly prominent in Azure Storage APIs, accounting

for 21% (7 out of 34) of the total discrepancies. When we examined the Azure API specifi-

cations, we found that the error codes were not associated with the APIs but were defined

in a separate list. Differently, we found that AWS specifications have a more structured

approach to error code definitions, which were also part of the related API definitions. The

latter directly translates to the emulator code. In DynamoDB API specifications, we found

structured definitions of 31 unique error codes, including their error messages, exception

flags, and documentation. Hence, discrepant error responses are rare in DynamoDB and S3.

Investigating techniques for comprehending and enforcing machine-checkable API specifica-

tions may potentially close the gaps and reduce discrepancies, such as specification mining

from code and documents [47, 48, 49], especially leveraging recent advances of large language

models [50, 51].

Key Finding: The completeness of machine-checkable specifications is still a fundamental

challenge, even for simple specifications such as parameter value constraints and error code.

Without an effective way towards comprehensive specifications, we expect such discrepancies

to remain prevalent.

Figure 5.2: Key findings of discrepancies rooted in incomplete API specifications.

5.2 UNSPECIFIED BEHAVIOR

A few discrepancies were caused by API behavior out of the scope of the existing specification

and thus is unspecified. We observed two patterns of unspecified-behavior discrepancies.

We mentioned the first pattern in Chapter 4.3—whether an API is synchronous or asyn-

chronous. For example, Azure Blob’s API Container Delete, which deletes container re-

sources in cloud services, is an asynchronous API. For efficiency consideration, the deletion

is not guaranteed to finish before the API returns. Instead, the time to finish the dele-

tion depends on the amount of resources to be deleted. Conversely, emulators always finish
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Figure 5.3: Discrepancies caused by unspecified behavior

deletions before returning the API calls. Figure 5.3 depicts such discrepancies. The re-

sult is that API sequences involving creating a container, deleting it, and then attempting

to recreate it with the same name yielded different results: the cloud service returned 409

ContainerBeingDeleted, while the emulator allowed immediate container recreation with 201

Created. This pattern also appears in sequences following a deletion API call: the emula-

tor would return a 404 Not Found after deletion, while the cloud, busy doing the deletion,

would non-deterministically (depending on timing) issue a success response or a 409 Conflict

message, “The specified container is being deleted. Try operation later.”

The second pattern is unspecified API behavior on null references (e.g., non-existent objects).

For example, the LocalStack emulated S3 APIs used for fetching bucket configuration (e.g.,

GetBucketMetricsConfiguration) or policy (e.g., GetBucketPolicyStatus) would return a

200 OK response with an empty policy configuration in the response, when configurations

were never set. In contrast, the real S3 APIs returned a 404 error, indicating the config-

uration was not found. A similar example is APIs used for deleting configurations (e.g.,

DeleteBucketMetricsConfiguration) or object tags (e.g., DeleteBucketPolicy). If a config-

uration was not created, the emulator returned 204 success upon deletion, while the cloud

service returned a 404 error. For S3 on LocalStack, 11 discrepancies were caused by this.

Such undefined behavior resembles null pointers, a common source of undefined behavior [52].

Key Finding: Two patterns of undefined behavior contribute to discrepancies between

emulators and cloud services: (1) the synchrony of the API and (2) null references. Such

behavior is currently not considered in cloud service API specification languages and thus

not enforced in implementations.

Figure 5.4: Key findings of discrepancies caused by unspecified behavior.
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Figure 5.5: Discrepancies caused by implementation defects.

5.3 IMPLEMENTATION DEFECTS

Lastly, we observe discrepancies caused by implementation defects, including unimplemented

features and implementation bugs in the emulators and the cloud services.

Unimplemented features in emulators. A significant percentage of discrepancies are

due to unimplemented features in emulators, accounting for 18% in Azure Storage, 16%

in S3, and 74% in AWS DynamoDB. The emulators’ responses to these unimplemented

APIs vary. For example, Azurite responds with a 500 error and the message “Current

API is not implemented yet,” which leads to four wasted retries by the SDK. Whereas the

AWS emulator issues a 400 error, as shown in Figure 5.5a, without triggering retries on

the client side. According to the coverage reference of LocalStack [31], there are 16 (30%)

unimplemented DynamoDB APIs and seven (7%) unimplemented S3 APIs. Azurite states

that more features will be supported based on the needs of customers [53].

It is expensive to implement and maintain the large number of cloud service APIs (with high

fidelity) in the emulator. Hence, existing emulators take a utility-driven approach to only

support commonly used APIs (Figure 4.3). However, if a project relies on unimplemented

APIs, the limited support becomes an obstacle for emulator-based testing.
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Emulator bugs. Bugs were identified as the root causes of 15% of Azure Storage, 16%

of S3, and 4% of DynamoDB discrepancies. Ten emulator bugs were found across the

three classes of services (three in Storage, six in S3, and one in DynamoDB). For example,

in Figure 5.5b, during tests involving AWS S3’s object restoration API, we encountered

different responses to invalid keys. While the cloud service correctly rejected invalid keys

with a 404 NoSuchKey error, the emulator returned a 500 Internal Error due to a bug that

attempted to access a non-existent “storage class” attribute.

Cloud service bugs. We also find two bugs in the cloud service that resulted in incon-

sistencies with the emulator. As shown in Figure 5.5c, specifying a lease duration for a blob

outside the documented range of 15 to 60 seconds, particularly with an excessively large

value, led to a 500 Internal Server Error in the cloud service. Contrastingly, the emulator

appropriately responded with a 400 InvalidHeaderValue error, correctly identifying the lease

duration as invalid. A similar bug is found in the API for acquiring a container lease.

Key Finding: With the current development of cloud emulators as a reactive practice

to cloud services, discrepancies due to unimplemented features and bugs would largely con-

tinue, even with active bug fixing and feature requests. Resolving discrepancies needs novel

mitigation techniques.

Figure 5.6: Key findings of discrepancies caused by implementation defects.
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CHAPTER 6: DISCREPANCY MITIGATION: A DISCUSSION

It is easier to ask for more specifications (Chapter 5.1 and Chapter 5.2) and faster bug fixes

(Chapter 5.3). However, it is harder to fundamentally eliminate all the aforementioned dis-

crepancies, as many of them are rooted in the essential complexity of software engineering as

well as today’s common practices. We discuss a few arguably radical ideas or new practices,

hopefully to shed light on viable directions to addressing discrepancies.

6.1 AN ACTIVE ROLE OF CLOUD SERVICE PROVIDERS

We argue that cloud providers have strong incentives to address discrepancies between cloud

services and emulators. High-fidelity service emulation would improve developer experience

and help promote adoption of cloud services, which is likely the reason providers offer official

emulators. Such benefits outweighs the strategy of forcing customers to run all their tests

with the cloud services, at least in the long term.

Our fuzzing-based differential testing shows the effectiveness of detecting discrepancies be-

tween cloud services and emulators. Cloud service providers can adopt similar practices;

they can run the differential testing continuously upon code changes of the emulators or

cloud service implementations. Note that cloud providers already run REST API fuzzing to

find security bugs in cloud backend implementations (Chapter 9). As service providers have

more resources and insights into the implementations, they are in a better position than

researchers or cloud-based software developers to discover discrepancies and should take an

active role in communicating them.

6.2 FORMAL MODELS AS EMULATORS

Essentially, discrepancies are introduced through the current practice of implementing em-

ulators. Our private communication with a major cloud service provider tells us that the

emulators are often not developed by the same engineering team that developed the cloud

services, and the emulators are developed reactive to the cloud services; for third-party em-

ulators like LocalStack, it is unavoidable. So, without comprehensive formal specifications,

discrepancies are inevitable.

One way to resolve discrepancies is to change how emulators are built today. We envision the

use of executable formal models of cloud services as the emulators. Essentially, the emulator,

as the formal model, defines the specifications of the cloud service implementations, which
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are rigorously tested or verified for compliance. Recent efforts from Amazon [54] show the

promise of developing executable reference models as specifications to be checked against

the implementation of ShardStore, a key-value storage node of Amazon S3. Similar efforts

have been made for file systems [10] and network protocols [55]. In principle, these models

can further be developed into first-class emulators for application testing.

6.3 “POSIX” FOR CLOUD SERVICE APIS

One fact that makes cloud emulators particularly prone to discrepancies is the lack of a

standard such as POSIX for operating system call APIs. Today, cloud service providers

expose APIs with different semantics, constraints, and error codes, even for the same types

of services. Without a standardized API, cloud and emulator developers must navigate

diverse semantics and error handling for even similar services within the same or across

different platforms. As a result, implementations of the APIs, whether by the cloud services

or emulators, tend to be error-prone and inconsistent. As a result, we believe that a unified

API standard would effectively reduce discrepancies in practice. With the incentives from

sky computing [56, 57] and hybrid cloud [58, 59], such a unified API standard may be

possible.

6.4 ECONOMIC CLOUD SERVICES FOR TESTING

With the prevalent discrepancies (Chapter 4), testing of cloud-based software would have to

largely rely on cloud services. To reduce cost, one can minimize the frequency of running tests

with real cloud services (e.g., only do so before deployment, not for CI). If cost is the main

concern (a recent survey [60] shows that cost is a major barrier to cloud service adoption),

one solution is to provide cheap cloud services for testing. The high cost of cloud services is

often driven by pursuits for performance using powerful hardware and fault tolerance using

redundancy (Chapter 2.1). But, functional and correctness testing may not need either of

them. We envision low-cost cloud services specified for software testing (not for production),

with ideas such as using dated hardware [61] and cheap, renewable energy for intermittent

services [62]. Certainly, low-cost services do not address other needs of emulators, such as

convenience and hermetic environments [63].
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6.5 HYBRID CLOUD-EMULATOR TESTING

One principle to mitigate discrepancies without exclusively using cloud services for testing

is to acknowledge imperfect emulators and make the best use of them—selectively running

tests on emulators when the emulation is not discrepant and on cloud services otherwise.

We term such an approach hybrid cloud-emulator testing and explore it in Chapter 7.
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CHAPTER 7: HYBRID CLOUD-EMULATOR TESTING

To evaluate the effectiveness of hybrid cloud-emulator testing as a short-term discrepancy

mitigation (Chapter 6.5), we developed a tool named Et that determines whether a test

should be run with emulators or cloud services. The principle is to run discrepant tests with

cloud services for safety while running the remaining tests with the emulators for efficiency.

Note that it is hard to selectively use emulators and cloud services within a test without

expensive state synchronization.

7.1 POLICIES

Et supports three different but complementary policies: depending on if discrepant APIs are

known apriori — cloud emulators are expected to communicate fidelity of emulated APIs,

though current practice does not provide accurate results (see Chapter 4.1).

7.1.1 Selection by discrepant APIs

This policy assumes apriori knowledge of discrepant APIs. It first runs all tests on the

emulator and monitors their REST API calls using a local proxy, as in [64]. If a test invokes

a discrepant API, its result is discarded, and the test is rerun on cloud service. Et monitors

REST API calls using a local proxy as in [64]. with cloud services; it runs tests that do not

invoke any discrepant APIs on the emulator. We use dynamic analysis to record REST APIs

invoked by each test by monitoring the requests at the emulator. Static program analysis

can also be used. In a CI/CD environment, the dynamic analysis needs to be conducted

upon changes to the test and the code under test.

7.1.2 Selection with in-situ API monitoring

Policy §7.1.1 assumes having accurate, comprehensive discrepancy information apriori, which

is often not available in practice (as shown in Chapter 4.1, discrepancies are found in

developer-certified APIs). Without knowledge of discrepancies, all the tests have to run

with cloud services. Moreover, an API can exhibit discrepant behavior only for certain in-

put parameters; hence, statically labeling it discrepant can be too conservative for a test

that uses the API with “safe” parameters.

Et supports a new policy that offloads certain tests from the cloud services to the emulators

to reduce cost. The high-level idea is to maintain a “safe list” database of API call sequence,
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test
PUT https ://account.blob.core.windows..
PUT https ://account.blob.core.windows..
DELETE https ://account.blob.core.wind..
GET https ://account.blob.core.windows..
DELETE https ://account.blob.core.wind..Emulator

Cloud

Database1
2

3

4

5

Compare newly collected 
sequence with stored 
sequences.

If no sequence 
matches, run on the cloud.

Store the new sequence.

Figure 7.1: Workflow of the policy §7.1.2 of Et.

including each call’s request (with parameters) and response. Et starts with an empty safe

list. For each test, it first runs the test on the emulator and monitors the API call sequences.

If the sequence is not present in the safe list, the test is assumed to be discrepant and is

rerun on the cloud service. The API sequence is added to the safe list if its result from the

emulator matches that from the cloud service. On the other hand, if the API sequence is

found in the safe list, then Et skips running the test with the cloud services, because the

fidelity of interactions has already been validated by a real cloud-based test run. Figure 7.1

shows the workflow.

Note that the analysis considers the entire API call sequence instead of individual APIs

(Figure 5.3 shows an example where the discrepancy only manifests with specific sequence).

Et serializes the API calls at its local proxy. For fast comparison, each sequence is stored

as an ordered list of hashes while each hash represents an API along with its parameters

and response; collisions are chained upon occurrence. We implement masks to exclude

intrinsically non-deterministic parameters and fields in the response, such as timestamps.

Note that this policy accounts for non-determinism of test execution due to multi-threading

and event-based asynchrony. The essence of the policy is to validate the external behavior

of API calls issued by the test on the emulator with the real cloud services. Et does not

make assumptions on the internal implementation of test code or system under test.

Despite no apriori discrepancy knowledge, this policy can outperform the policy §7.1.1 in

certain cases, because it performs a fine-grained, parameter-level analysis. As shown in

Chapter 4.3, discrepancies typically manifest via specific parameter values rather than uni-

versally across the API; a discrepant test can still be run on the emulator if it does not

manifest discrepant results.
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Table 7.1: Savings of cloud service API invocations with different policies of Et (§7.1.1,
§7.1.2, and §7.1.3). The numbers are averaged across five commits.

Project
Total
Tests

Total
Requests

# Saved Requests
§7.1.1 §7.1.2 §7.1.3

Orleans 189 117,905 29.4% 0.4% 29.6%
Insights 171 5,249 4.3% 47.2% 47.2%
Durabletask 101 79,654 0% 0% 0%
Streamstone 75 590 0% 99.2% 99.2%
IdentityAzureTable 51 9,860 100% 0.4% 100%

7.1.3 Combined policy.

We support a combined policy that integrates Policy §7.1.1 and 7.1.2—only conduct in-situ

discrepant analysis for discrepant tests. Basically, if we know a test is not discrepant apriori,

we always run it on the emulator.

7.1.4 Evaluation

We evaluate the three policies described in Chapter 7.1 in terms of cost savings measured

by the number of calls to cloud APIs. We assume a continuous integration (CI) setup as

Policy §7.1.2 only benefits continuous testing, and its benefit is correlated with the compre-

hensiveness of the safe list.

We select five projects that use Azure APIs (Et currently only supports .NET applications)

and use all the related tests (Table 3.2). We select the five projects with the most tests that

invoke Azure APIs. We evaluate Et with the most recent five commits to simulate CI and

record the cost saving for each commit (we run only five commits due to the constraint of

our cloud education credits). All the tests will be run for each commit that changes system

code or test code. Note that regression test selection [65, 66, 67] does not apply to those

tests which are not unit tests but mostly integration and system tests.

Results. As shown in Table 7.1, Et effectively reduces the amount of invocations to cloud

APIs. Interestingly, the three policies bring different benefits across projects, with the

combined policy §7.1.3 achieving the most cost savings.

Policy §7.1.1 achieves substantial savings for two out of five projects. Specifically, it achieves

a 100% saving for IdentityAzureTable where none of its tests issues a discrepant API. How-

ever, it achieves 0 saving for Streamstone and DurableTask, because all their tests issue at

least one discrepant API.
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Policy §7.1.2 achieves substantial savings for two different projects (Insights and Stream-

stone) but not the others. Our investigation reveals that the effectiveness of Policy §7.1.2

largely depends on the ordering determinism of API call sequences. Since tests that invoke

cloud APIs are typically large system/integration tests with large numbers of API calls, the

sequences recorded during the tests on five commits are insufficient. We expect that a longer

continuous testing process may increase the benefit, which remains our future work.

Key Finding: Et shows that by selectively running tests on emulators, it is promising to

reduce the cost of cloud-based software testing, in terms of the cost of calling cloud service

APIs, while achieving high-fidelity testing.

Figure 7.2: Key findings of Et
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CHAPTER 8: THREATS TO VALIDITY

Our study is based on the five cloud services (three Azure services and two AWS services)

and two emulators (Azurite and LocalStack). We believe that the studied cloud services

and emulators are representative, but our results may not generalize to other cloud services,

especially those using different practices (e.g., for specifications).

Similarly, our analysis of discrepancy impacts (Chapter 4.3) and Et’s evaluation results

(Chapter 7.1.4) are based on existing test suites of a few cloud-based projects. They may

not generalize to other projects as they depend on API usage characteristics of projects and

their tests (e.g., invoked cloud APIs and their frequencies). In principle, projects that use

cloud services more extensively face higher impacts caused by discrepancies. As cloud-based

programming models are more prevalent, driven by recent trends like serverless [68, 69], sky

computing [56, 57], and hybrid cloud [58, 59], we expect more extensive integration of cloud

services in modern software projects. Hence, we expect cloud-emulator discrepancies to be

common issues for software testing.

The discrepancies analyzed in this thesis are limited to the black-box SDK API fuzzer

we developed based on RESTler (Chapter 3), and we do not claim completeness of studied

discrepancies. A more powerful fuzzer, especially a white-box one, may cover more discrepant

APIs. As a best effort, we run our fuzzer for more than ten hours against each studied

emulator and stop the fuzzing when we do not observe any new discrepancies.

Lastly, we are not concerned with faults that occur during the API invocations, such as

timeout due to network delays. Recent work [64] shows that timeouts on both the request

and response paths of a REST API invocation can reveal different behaviors, which we would

like to study as future work.
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CHAPTER 9: RELATED WORK

REST API fuzzing. Recent work has developed advanced REST API fuzzing techniques

to test web and cloud services, with the goal of finding bugs and vulnerabilities in web service

implementations [5, 35, 36, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79]. Differently, this thesis focuses

on the software projects that use cloud services, instead of the backend implementations of

cloud services. Our goal is to understand discrepancies between the emulator and the cloud

services and their implications for software testing.

We developed our fuzzer based on the fuzzing approach of RESTler [35]. As discussed in

Chapter 3, we did not directly use RESTler (or other REST API fuzzers) because most

projects only interact with SDK APIs, not REST APIs, and REST API fuzzers generate

API calls that would not be output by SDKs.

Fidelity of emulation. Prior work has studied the fidelity of emulation environments in

other domains, such as honeypots for security analysis [80, 81, 82]. The closest related work

is the research on the fidelity of emulated execution environments such as virtual devices

for mobile app testing [83, 84]. The goal is to maximize app testing on emulated devices

and minimize testing on real physical mobile devices (which are more expensive and hard to

manage [83]).

Our work shares similar high-level goals and tradeoffs (cost-efficiency versus safety). But, we

address a different fidelity problem raised by the emerging cloud-based programming model.

The discrepancies are not due to deficiency or incompleteness of device emulation but are

rooted in inconsistent implementations of weakly specified APIs.

Backward compatibility. The studied discrepancies are different from backward incom-

patibility studied in prior work [5, 85, 86, 87, 88]. We do not study the evolution of emulators

or cloud service APIs in this thesis, though certain discrepancies can be caused by regres-

sion [5]. There are also studies on mock libraries for unit tests [89, 90, 91]; few of them

concern fidelity of mock objects—unlike emulation, mocking is not expected to provide fi-

delity but offers a way to control external APIs.
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CHAPTER 10: CONCLUSION

With the rise of cloud-based, serverless programming models, testing cloud-based software

safely and cost-efficiently becomes a challenge. This thesis provides a comprehensive exam-

ination of the fidelity of cloud emulators in the context of software development and local

testing against real cloud services. Through systematic analysis, we have identified signifi-

cant discrepancies in emulators —37% of APIs (94 out of 255) from Azure and AWS cloud

services exhibited discrepant behaviors, which potentially impact the safety and trustwor-

thiness of testing results of cloud-based software. We discuss the accidental and essential

root causes of these discrepancies and effective strategies for mitigation.

Our findings emphasize the need for more standardized and comprehensive cloud API spec-

ifications, which form the foundation for emulators. As a short-term solution, the proposed

hybrid cloud-emulator testing framework has been effective. It provides accurate testing

outcomes at lower costs compared to using the actual cloud. While this tool addresses many

of the current challenges, future work should explore the additional solutions proposed in

this thesis, which may offer greater cost-effectiveness and better alignment between emulator

and cloud behaviors.

As cloud services continue to evolve, the insights from this thesis will guide future efforts to

improve cloud emulation practices. This work not only encourages ongoing efforts but also

calls for increased collaboration between cloud service providers and emulator developers.

By working together towards the goal of high-fidelity emulators, they can achieve more.

Ultimately, this research contributes to enhanced local developer testing by providing a

clearer path toward reliable cloud emulators in cloud-based software development.
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