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Systems Approaches to Tackling Configuration Errors: A Survey

TIANYIN XU and YUANYUAN ZHOU, University of California San Diego

In recent years, configuration errors (i.e., misconfigurations) have become one of the dominant causes of
system failures, resulting in many severe service outages and downtime. Unfortunately, it is notoriously
difficult for system users (e.g., administrators and operators) to prevent, detect, and troubleshoot configu-
ration errors due to the complexity of the configurations as well as the systems under configuration. As a
result, the cost of resolving configuration errors is often tremendous from the aspects of both compensating
the service disruptions and diagnosing, recovering from the failures. The prevalence, severity, and cost have
made configuration errors one of the most thorny system problems that desire to be addressed.

This survey article provides a holistic and structured overview of the systems approaches that tackle
configuration errors. To understand the problem fundamentally, we first discuss the characteristics of con-
figuration errors and the challenges of tackling such errors. Then, we discuss the state-of-the-art systems
approaches that address different types of configuration errors in different scenarios. Our primary goal is
to equip the stakeholder with a better understanding of configuration errors and the potential solutions for
resolving configuration errors in the spectrum of system development and management. To inspire follow-
up research, we further discuss the open problems with regard to system configuration. To the best of our
knowledge, this is the first survey on the topic of tackling configuration errors.
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1. INTRODUCTION

Configuration errors (i.e., misconfigurations) have become one of the major causes of to-
day’s system failures. For example, Barroso and Hölzle [2009] report that configuration
errors were the second major cause of the service-level failures at one of Google’s main
services. Rabkin and Katz [2013] report that configuration errors were the dominant
cause of Hadoop cluster failures, in terms of both the number of customer cases and the
supporting time. Similar statistics have been observed in other types of systems and
applications, such as storage systems [Jiang et al. 2009; Yin et al. 2011], data-intensive
systems [Yuan et al. 2014], large-scale Internet and Web services [Oppenheimer et al.
2003], cloud systems [Gunawi et al. 2014], database servers [Oliveira et al. 2006], and
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backbone networks [Labovitz et al. 1999]. In recent years, we have witnessed that a
number of large Internet and cloud-service providers (e.g., Google, Microsoft, Amazon,
LinkedIn) experienced misconfiguration-induced outages, affecting millions of their
customers [Thomas 2011; Brodkin 2012; Miller 2012; Liang 2013].

Unfortunately, it is notoriously difficult to prevent, detect, and troubleshoot con-
figuration errors due to the complexity of the configurations as well as the systems
under configuration. The complexity of configurations is reflected not only by the large
number of configuration parameters, but also by their correlations and dependencies
(both inside the software programs and across different software components). Typ-
ically, a large, complex software system exposes hundreds of configuration parame-
ters, and each parameter has its setting constraints (i.e., correctness rules or require-
ments) [Kiciman and Wang 2004; Nadi et al. 2014]; many configuration constraints are
neither intuitively designed nor well documented [Rabkin and Katz 2011b; Xu et al.
2013]. Moreover, many configuration parameters have correlations and dependencies
with other parameters or the system’s runtime environment [Benson et al. 2011; Zhang
et al. 2014], which further increases the complexity. Such complexity poses significant
challenges for users (e.g., system administrators and operators) to correctly perform
configuration tasks, and for system vendors to troubleshoot users’ misconfigurations.
Without advanced systems approaches, tackling configuration errors by manual pro-
cesses of trial and error or examining the entire error space is obviously inefficient and
time consuming. As it is hard to locate the configuration error “in the haystack,” users
often cannot fix the errors and have to report their problems to the vendors, resulting
in expensive diagnosis cycles and long recovery time.

In fact, configuration errors incur high costs not only because of the urgency of re-
solving the errors and recovering the disrupted services, but also because they escalate
the supporting cost of system vendors who are responsible for helping users trou-
bleshoot and correct configuration errors. A recent study [Yin et al. 2011] shows that
configuration-related issues account for 27% of all the customer-support cases in a ma-
jor storage company in the U.S., and are the most significant contributor (31%) among
all the high-severity support cases. As estimated by Computing Research Association
[2003], administrative expenses are made up almost entirely of people costs, repre-
senting 60%–80% of the total cost of IT ownership. Of these administrative expenses,
system configuration is one of the major operations.

With their prevalence, severity, and cost, configuration errors have been treated as
one of the most important yet thorny system problems. Welsh [2013] ranked “an escape
from configuration hell” as the number one problem among all that he wished system
researchers would work on in 2013. In Google Faculty Summit 2011, Wilkes [2011]
named configuration as the next big challenge for the system research. In the context
of cloud systems, Gunawi et al. [2014] call for research in the cloud community to deal
with configuration issues.

In fact, a number of research and practical approaches have been proposed to tackle
configuration errors. These approaches span across a broad spectrum of system devel-
opment and management processes. For example, automated approaches have been
developed for a number of configuration tasks, in order to prevent users from mis-
configuring the systems in the first place. To help developers harden systems against
configuration errors, advanced testing approaches are proposed to expose the system’s
vulnerabilities to configuration errors so that the developers can fix them proactively.
Moreover, there are detection approaches to help system administrators identify po-
tential errors before deploying and rolling out the configuration settings onto the pro-
duction systems. In the presence of misconfiguration-induced failures, troubleshooting
methods are proposed to facilitate support engineers in finding the root causes based
on failure-site information.
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As the first survey on the topic of dealing with configuration errors, this article
provides a holistic and structured overview of the existing systems approaches that
tackle configuration errors. In order to understand the problem fundamentally, we start
with the discussion of the characteristics of configuration errors and the challenges of
tackling configuration errors. Then, we discuss the state-of-the-art systems approaches
that address different types of configuration errors in different scenarios. Our primary
goal is to equip the stakeholder with a better understanding of configuration errors
and the potential solutions for resolving configuration errors in the spectrum of system
development and management. To inspire follow-up research, we also discuss the open
problems with regard to system configuration. We believe that the breakthrough of
these problems will lead to the steps toward solving the configuration problems.

In this article, we discuss the configuration errors from the system’s perspective and
mainly focus on configuration errors in the context of operating systems, server sys-
tems, and infrastructure systems that construct the supporting platforms for end-user
applications and services. The configurations of these systems are more complex and
error prone, compared with end-user applications (e.g., desktop and mobile applica-
tions). Most importantly, configuration errors of these systems have a large impact and
may affect all the applications and services running on top of them.1

2. PRELIMINARY: CONFIGURATION AND CONFIGURATION ERRORS

2.1. What is Configuration?

We define configuration to be the operations that determine the values of system
settings. The goal of configuration is to transform the system from an unsatisfying
state to the intended state by changing the settings. Here, the state of a system can
be measured by a few aspects of system behavior, such as functionality, performance,
reliability, security, etc.

Configuration belongs to system management operations.2 It has attracted signifi-
cant attention among all the management operations due to the prevalence and sever-
ity of configuration errors, as demonstrated in Section 1. Feamster and Balakrishnan
[2005] regard configuration as the most time-consuming and error-prone operations
in network management. Oppenheimer et al. [2003] observe that configuration errors
formed the largest category of operation errors in the three large Internet services they
studied—“more than 50% (and in one case nearly 100%) of the operator errors that led
to service failures were configuration errors.”

Configuration parameters. Most configurations can be parameterized, and configura-
tion can be viewed as the process of setting configuration parameters. To provide users
(e.g., administrators and operators) with the flexibility of control, modern software
systems often expose a large number of configuration parameters. By setting these
parameters, users can control a variety of aspects of system behavior based on their
own requirements and preferences, such as

—environment information, which is required by runtime execution; for example, the
local port to listen on, the remote IP addresses to connect to, and the file-system
locations for storing data;

—functionalities/features selection; for example, SSL support, debugging support;

1The configurations of end-user applications are mainly for the purpose of preference selection and personal-
ization. It has different characteristics and the problems are different from systems that provide operating,
server, and infrastructure support.
2The other system management operations include hardware management, planning and provisioning (e.g.,
migrating data to new disks), scripting and programming, etc.
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—resource provisioning and constraints; for example, memory allocation, limit of CPU
consumption, limit of file descriptors, number of disk drives;

—performance tuning; for example, synchronization methods, sorting algorithms;
—security and permission control on system resources such as Access Control Lists

(ACLs);
—reliability and availability including system reliability (e.g., standby servers for

failover) and data availability (e.g., number of data replicas).
—versions specifying particular version(s) of the system components;
—modules specifying the loading of particular software modules and libraries.

Note that the configuration settings of one parameter may have correlations or de-
pendencies with the settings of the other parameters. For example, the configuration
settings of network services can be logically grouped into stanzas [Benson et al. 2011].
The settings inside a stanza together define a functionality, while multiple stanzas
have dependencies defined by the settings of multiple stanzas. Zhang et al. [2014]
report that 27%–51% of the configuration parameters in their studied open-source
software projects have correlations with other parameters.

Also, the settings of a parameter may affect multiple aspects of the system state. For
example, increasing the number of data replicas could improve the data availability
and performance (e.g., reducing response latency), but results in low resource (storage)
utilization.

Storage of configurations. Configuration settings are usually stored in software-
specific text files or centralized configuration repositories. The former is adopted by
UNIX-like systems, while the latter is exemplified by the Windows Registry (a hierar-
chical database that stores configuration settings of OS and applications of Microsoft
Windows). The persistent storage (files and databases) also serves as the interface of
configuration: users are asked to edit the configuration files or Registry entries to con-
figure the system. Some systems provide special configuration User Interfaces (UIs)
to assist users during their configuration processes to enforce checking and provide
prompt feedback.

2.2. Who Performs Configuration Tasks?

Many software systems need to be configured before the delivery of the expected func-
tionalities or services, and constantly tuned according to the changes of workloads and
runtime conditions. Typically, configuration is performed by system administrators
(also known as system operators) who are responsible for operating and managing the
systems. Unlike those in many other professions, many system administrators do not
come from traditional computer science and engineering backgrounds due to the lack
of education programs [Border and Begnum 2014].3 Wikipedia [2014] describes that
“there is no single path to becoming a system administrator. . . a system administrator
usually has a background of related fields such as computer engineering, information
technology, information systems, or even a trade school program. . . many system ad-
ministrators enter the field by self-taught. . . .” The survey conducted by StackOverflow
[2015] shows that system administrators are the most likely to be self-taught among
all the programmers—52% of the surveyed system administrators learn programming
on their own.

System administrators are very different from software developers for the lack of
the same level of understanding, controlling, and debugging support. Unlike develop-
ers who understand the system programs they write and can control and debug the

3Recently, the education of system administrators has attracted more attention: several administrator edu-
cation groups and programs have been developed [Border and Begnum 2014].
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programs, system administrators often do not write the code and usually do not (or can-
not) read the code, which impairs their understanding of the systems and the offered
configuration parameters. Moreover, system administrators cannot debug the program
in the same way as developers (e.g., interactively examining system internal states)
when they encounter problems, especially for commercial software.

System administrators are also very different from ordinary computer users, that
is, end users. They are required to have technical expertise and experience of system
operations. The systems they operate are usually significantly larger and more complex
than end-user applications. Many of these systems are not designed with novices in
mind but assume a certain level of knowledge and background. For example, there is
little guidance and feedback offered by the systems for configuration [Hubaux et al.
2012]. Thus, administrators mainly rely on user manuals or Internet resources to
understand the systems and perform configuration tasks.

In recent years, due to the proliferation of open-source software and the on-demand
cloud computing infrastructure, the system administrator groups have shifted. Today,
configuration is not only performed by well-trained professional system administrators
from large enterprises and organizations, but also by pluralistic and novice administra-
tors who operate their own systems (e.g., Web services). As a result, some of the early
observations and assumptions on professional system administrators (e.g., Hrebec and
Stiber [2001], Barrett et al. [2004], Haber and Bailey [2007], and Velasquez et al. [2008])
may no longer hold. We discuss the shift and its impact in more detail in Section 11.

In this article, we use the term “user” to represent a diverse set of people who perform
system configuration, including both professional administrators and operators, as well
as users who run systems to support their work or hobbies.

2.3. What Are Configuration Errors?

Following the definition of configuration in Section 2.1, configuration errors are errors in
the system’s configuration settings. Configuration errors are often manifested through
incorrect system states, such as system failures, performance degradation, and the
other unintended system behavior.4 It is worth noting that configuration errors by defi-
nition could be subjective to the requirements and expectations of the users, especially
when they do not cause failures (e.g., crashing and hanging the system). For exam-
ple, the configuration settings that lead to certain degrees of performance degradation
could be considered as misconfigurations for the users competing for performance, but
be perfectly acceptable for the other users.

Yin et al. [2011] classify software configuration errors into the following three
categories:

—Parameter: erroneous settings of configuration parameters (either an entry in a con-
figuration file or a console command);

—Compatibility: configuration errors related to software incompatibility;
—Component: the other remaining configuration errors (e.g., missing a specific software

module).

Most of the existing research efforts focus on parameter misconfigurations, because
they account for the majority of real-world configuration errors (e.g., 70.0%–85.5%
of the studied misconfiguration cases in Yin et al. [2011]). Moreover, as discussed
in Section 2.1, the configurations of compatibility and components can also be mod-
eled and represented by parameters. For example, HBase (Hadoop Database) uses the

4In this article, we follow the Laprie [1995] definition of failures. A system failure means that the deliv-
ered service deviates from fulfilling the desired functions, including crashes, hangs, incorrect results, and
incomplete functionalities.
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hfile.format.version parameter to specify the file formats of different versions for
compatibility checking; in Apache HTTP server, the LoadModule parameter is used for
loading executable modules (i.e., component) at startup time.

Configuration errors differ from software bugs in certain ways. First, unlike software
bugs, configuration errors are not defects inside the software itself (source code).5 Even
perfectly coded software can be misconfigured by the users. As a result, traditional
bug detection approaches based on program analysis (either statically or dynamically)
cannot deal with configuration errors. Second, different from software bugs that are
supposed to be fixed by developers, configuration errors can be fixed directly by users
themselves.6 Third, debugging may not be an option for users (e.g., administrators) by
which to troubleshoot configuration errors, mainly because of users’ lack of expertise
or not having debugging information (e.g., source code), as discussed in Section 2.2.

2.4. What Causes (So Many) Configuration Errors?

Configuration errors can be introduced in many ways. Based on the subject that com-
mitted the errors, we classify the causes of configuration errors into system errors and
human errors.

System Errors. Configuration errors could be caused by data corruption as a result
of system errors. Wang et al. [2004] list a number of such system errors in the context
of Windows Registries, such as failed uninstallation of applications, applied patches
that are incompatible with existing applications, and software bugs that corrupt the
configuration files on the disk.

Human Errors. The other configuration errors are users’ misconfigurations, that
is, human errors. Some of the misconfigurations are caused by users’ inadvertent
action slips when setting configuration parameters. For example, the large Internet
outage in 2002 was caused by the misplacement of a single bracket in a complex
route filter rule [Slater 2002]. A typo (missing a dot) in a domain name of DNS con-
figurations dropped Sweden off the Internet for 1.5 hours [McNamara 2009]. Unfor-
tunately, even experienced, well-trained system administrators may slip, especially
under stress [Brown 2001].

The majority of misconfigurations are caused by users’ mistakes in choosing the val-
ues of configuration parameters due to misunderstanding, ignorance, and failures of
reasoning. Examples of such mistakes are not only when users incorrectly set configu-
ration values, but also when they do not set the parameters that should be configured
according to the environments or workloads. This is understandable considering the
following characteristics of system configuration.

—Complexity: The complexity of configurations is one essential reason for configuration
errors. As many of today’s systems expose a large number of configuration param-
eters, it is not trivial to find the correct parameter that can achieve the intended
system functionalities and performance goals [Hubaux et al. 2012]. Moreover, many
configuration parameters have complex constraints (e.g., correlations and dependen-
cies with other parameters and the system environments [Benson et al. 2009; Zhang
et al. 2014]). If any of the constraints are not followed, the user’s setting would
become erroneous. Furthermore, the complexity of the systems under configuration
adds another level of error proneness. Without carefully examining all the related
aspects, it is hard to make configuration settings correct.

5Some configuration errors may trigger defects (e.g., software bugs).
6For open-source systems, software bugs can also be fixed by the users. However, most of the users do not
have time or the ability to understand the code and fix the bugs.
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—Invisibility: Since users (e.g., system administrators) usually do not or cannot know
the system internals, they may not be aware of the inexplicit configuration con-
straints that are neither documented in user manuals nor informed via system
reactions. Xu et al. [2013] report that all the seven studied software projects have in-
explicit or even hidden configuration constraints. Moreover, the invisibility of system
implementation impairs users’ ability to understand the configurations and deter-
mine the settings. For example, Rabkin and Katz [2013] report that one-third of the
configuration errors in Hadoop systems are memory misconfigurations. One major
reason is that users do not have a deep understanding of how Hadoop manages the
memory.

—Dynamics: Configuration is not a one-time effort but needs to be monitored and
tuned from time to time. A perfect configuration may become problematic due to the
change of system environments or workloads. Also, software evolution may change
configuration semantics, and turn correct settings into erroneous ones [Zhang and
Ernst 2014]. In Yin et al. [2011], 16.7%–32.4% of the studied configuration errors
occurred in systems that “used to work.” The root causes include hardware changes,
environment changes, resource exhaustion, and software upgrade.

—Bad Design and Implementation: Configuration is one type of system interface ex-
posed to users. Unfortunately, the current practices of configuration design and im-
plementation clearly do not keep this in mind. First, little guidance is provided by the
system to help users perform configuration tasks. Among the Linux and eCos users
surveyed in Hubaux et al. [2012], more than 56% complained about the lack of guid-
ance on making configuration decisions. Second, as discussed in Section 6, many of
the constraints and requirements of configurations are not user friendly but prone to
errors. Last but not the least, many of the current systems do not anticipate possible
misconfigurations and do not react gracefully to configuration errors (e.g., denying
the errors and printing explicit log messages to notify users), as demonstrated in Xu
et al. [2013].

3. WHY ARE CONFIGURATION ERRORS DIFFICULT TO DEAL WITH?

The difficulties of tackling configuration errors are rooted in both their inherent char-
acteristics and the lack of tool support for troubleshooting and tolerance.

3.1. Configurations are Complex, So Are the Systems

The complexity of configurations not only induces users’ misconfigurations, but also
presents significant challenges to approaches that aim at dealing with configuration er-
rors, including prevention, detection, and troubleshooting. The high level of complexity
prevents users from carefully understanding and examining each configuration setting
one by one. Also, automated tools for misconfiguration detection and troubleshooting
have to explore an enormous error space consisting of large numbers of configuration
parameters, as well as their correlations and dependencies.

Complexity by Design. Configurations are complex by design, because they consist
of a large number of configuration parameters (known as the complexity of interac-
tion [Perrow 1984; Reason 1990]). The parameters are often of diverse types and se-
mantics, ranging from feature selection to resource provisioning to performance tuning,
as listed in Section 2.1. For example, MySQL database server (version 5.6) has 461 con-
figuration parameters controlling different features, buffer sizes, time-outs, resource
limits, etc.; similarly, Apache HTTP server (version 2.4) has more than 550 parameters
across all the modules. Moreover, as shown in Xu et al. [2015], the number of config-
uration parameters of today’s software keeps increasing at a rapid rate with software
evolution. Take Hadoop as an example; the number of the parameters of MapReduce
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has grown more than nine times (from 17 to 173) from Apr. 2006 to Oct. 2013. They
also observe that the configuration parameters are added with new software versions
released, but are removed at a much slower rate, probably due to backward compat-
ibility concerns, or developers’ lack of sufficient knowledge or confidence in removing
parameters introduced by someone else [Xu et al. 2015].

Similarly, many parameters have a complex value space that is hard for users to
set correctly. For example, the value space of an integer number (such as buffer sizes)
could be [0, INT_MAX]. It is not obvious for users to know the effect of different settings.

The complexity of configurations is also reflected by the correlations and dependen-
cies among different configuration settings (known as the tightness of coupling [Perrow
1984; Reason 1990]). Zhang et al. [2014] report that 27%–46% of the configuration
parameters in their study have correlations with the other parameters. Benson et al.
[2011] report that the complexity from the dependencies of network-device configura-
tions grows steadily over time, with a factor of 2 over a 12-month timespan in the worst
case.

Such complexity that results in the explosion of error space presents significant
challenges to users’ understanding and checking configuration settings, to developers’
testing potential problems caused by configuration errors, and to support engineers’
misconfiguration troubleshooting.

Complexity of systems and environments. The complexity of configurations is also
derived from the complexity of the systems under configuration, as well as their ex-
ecution environments. First, the complexity of systems and environments makes it
hard to quantify the effect of configuration settings. Even with the same configuration
settings, different workloads or environments (e.g., resource utilization) would lead to
different results or performance. This poses challenges for checking the correctness of
users’ configuration settings, as discussed in Section 3.2.

Moreover, the configuration settings of one system may have correlations or depen-
dencies with its corunning systems and the underlying system stacks. Welsh [2013]
describes a crash case in Google where a system’s configuration change (leading to
larger numbers of socket connections) causes failures of another system due to the
exhaustion of file descriptors. In the study of Yin et al. [2011], 21.7%–57.3% of the
studied configuration errors involve configurations beyond the systems or spanning
over multiple hosts. Such cross-system configuration errors are especially challenging
to deal with because they are mostly hidden and unexpected.

3.2. It Is Hard to Ensure Correctness

Due to the complexity of configurations, it is challenging to ensure the correctness of
configuration settings before deploying them to the production. The enormous error
space prohibits manually checking all possible errors. Also, traditional approaches to
checking software correctness, including bug detection and software verification, are
not applicable, because configuration errors are not defects inside the software—even
perfect, bug-free software can be misconfigured.

Many of today’s software projects only provide basic sanity checks to detect syntax-
related configuration errors. Surprisingly, many illegal configuration errors that violate
predefined constraints can escape from the checking procedures and cause system
failures [Yin et al. 2011; Xu et al. 2013]. In Yin et al. [2011], 38.1%–53.7% of the
studied configuration errors are illegal and can be potentially detected by rule-based
checkers. The challenges of detecting illegal configuration errors lie in the collection
and maintenance of the correctness rules and constraints. Obviously, manually writing
rules and constraints for every configuration parameter is tedious, error prone, hard
to be complete, and hard to keep updated with code changes.
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On the other hand, many configuration errors (e.g., 46.3%–61.9% in Yin et al. [2011])
have legal values in terms of syntax and semantics. They are incorrect because they
do not match workloads or runtime environments, or do not deliver the functionalities/
performance desired by users. For example, in Hadoop, the default setting of the max-
imum JVM heap size (200 megabytes) is perfectly legal; however, it may not be suf-
ficient for heavy Hadoop jobs and may cause OutOfMemoryError. Therefore, detecting
legal configuration errors is challenging and requires more information.

Testing is another common practice of checking the correctness of configuration set-
tings. The configuration settings are usually first tested in a testing environment, and
then deployed to the production systems (if they pass the testing oracles). However,
it is prohibitively difficult for the testing environment to simulate the production sys-
tems because of the different scale, workloads, and resource constraints. As pointed out
by Welsh [2013], “hard’ problems always come up when running in a real production
environment, with real traffic and real resource constraints.”

3.3. Log Messages Are Often Cryptic or Absent

Explicit, pinpointing log messages are particularly helpful to deal with configuration
errors. If the system could pinpoint the configuration error with explicit log messages,
users could directly reset the configurations and fix the error without resorting to the
technical support. Even if the user misses the log message and reports the problem, the
diagnosis would be efficient. Yin et al. [2011] study the diagnosis time of configuration-
related issues and find that log messages that pinpoint configuration errors can shorten
the diagnosis time by 3–13 times as compared to the cases with ambiguous messages,
or by 1.2–14.5 times as compared to cases with no messages.

Unfortunately, the log messages are often cryptic, absent or even misleading, which
increases the difficulties of resolving configuration errors. Yin et al. [2011] report that
only 7.2%–15.5% of the studied configuration issues have explicit log messages that
pinpoint the configuration error.

First, configuration errors are often manifested through “cryptic” log messages, that
is, logs only containing failure information (e.g., stack traces) without pinpointing the
misconfigured parameter or the erroneous settings. Such log messages are difficult
for users or even support engineers to reason out the root causes. Rabkin and Katz
[2011a] show that the default configuration setting of fs.default.name in Hadoop
(version 0.20.2) will crash the system with a NullPointerException. Although the
error logs contain the stack trace recording the failure executions, it is not easy for
users to examine the traces and reason out the error. Xu et al. [2013] give a real-
world case where the ambiguous symptoms misled the support engineers to mistake
a configuration error for a software bug, which resulted in unnecessarily high support
cost. Jiang et al. [2009] observe that misconfigurations tend to have too many noisy,
unrelated log events in the studied storage systems, making it less effective for problem
root cause prediction based on log events.

Moreover, Zhang and Ernst [2013] show that configuration errors can lead to silent,
no-crashing failures—ones that do not exhibit a crashing point, dump a stack trace,
output an error message, or indicate suspicious program variables. The lack of such
information makes many existing debugging techniques such as dynamic slicing, dy-
namic information flow tracking, and failure trace analysis inapplicable, because these
techniques need the crashing points as inputs.

The log messages sometimes are even misleading. Yuan et al. [2011b] shows a real-
world example from Apache that a configuration error resulted in a misleading log
message showing “no space left on disk,” while the user’s file system and disk were
perfectly healthy with plenty of free space. The root cause was the misconfiguration of
the mutex mechanism.
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3.4. Users Lack Troubleshooting Support

When configuration errors are manifested through failures, users (e.g., system admin-
istrators) have to troubleshoot the errors in order to correct them. Troubleshooting
configuration errors involves analyzing the failure site (e.g., log messages, core dumps,
stack traces) to reason out the erroneous configuration settings (the root cause). Due
to the enormous complexity and error space, troubleshooting configuration errors is
often a time-consuming and frustrating “needle-in-a-haystack” process. The situation
is worse for some configuration problems, such as performance anomalies and silent
failures, which do not have explicit error manifestation and require dynamic profiling
for diagnosis.

Unfortunately, there is limited tool support that can help users troubleshoot config-
uration errors. This is very different from software debugging, which has a rich set of
available tools. Despite the similar process that tries to link failures to the root causes,
troubleshooting configuration errors poses unique challenges in the following aspects.

(1) Users cannot debug in the same way as developers. First, unlike developers, the
debugging information (e.g., source code) is not always available to the users like system
administrators (e.g., in commercial software and complied binaries). Second, the users
may not have the expertise in debugging complex systems (cf. Section 2.2). Even if the
system is open sourced, most of the users still cannot debug or do not have time to
debug. For example, configuration errors dominate the number of customer issues in
the open-sourced Hadoop systems [Rabkin and Katz 2013].

(2) Recognizing errors inside the software is not enough. More fundamentally, the
goal of debugging is to recognize the errors (e.g., null-pointer dereference, double-free
errors) inside the software. However, configuration errors are outside the software
itself. There is still a big gap between the error inside the software and the errors
inside configuration settings. Filling the gap is not trivial for users who have limited
understanding of system implementation.

Due to the lack of tool support, current misconfiguration troubleshooting still mainly
relies on manual examination based on support engineers’ experiences. Some users
apply the trial-and-error method, which is inefficient and may have side effects harming
system dependability [Su et al. 2007]. In many circumstances, to resolve configuration-
related failures, rolling back to a previous good state is the current band-aid fix in large
systems, mainly because there is no better way.

3.5. Traditional Fault-Tolerance and Recovery Techniques Can Hardly Help

Configuration errors are harder to tolerate, compared with hardware failures and
software bugs. Many of them impair the system as a whole rather than one or two
computing nodes or data replicas. Thus, traditional fault tolerance techniques such as
data/modular redundancy and Byzantine fault tolerance can hardly mask configuration
errors [Attariyan and Flinn 2010]. For example, Oppenheimer et al. [2003] observe
that data redundancy is less effective in masking failures caused by configuration
errors, because they tend to be performed on files that affect the operation of entire
Internet services. In Song et al. [2009], five out of nine ZooKeeper outages in Yahoo!
were caused by configuration errors, while none of them would have been tolerated if
a Byzantine-fault-tolerance protocol were used. Tolerating configuration errors often
requires redundancy on the system’s control panel. For example, Mahajan et al. [2002]
report that providing multiple configuration choices is effective in hiding the impact
caused by BGP misconfigurations.

It is also hard to recover from failures caused by configuration errors. For exam-
ple, rebooting, which reclaims system resources and clearing runtime states, is less
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Table I. The Overview of Existing Approaches to Tackling Configuration Errors

(a) Approaches for system development
Stage Category Index
System design and Building configuration-free systems Section 5
implementation Making systems easy to configure Section 6
Quality assurance Hardening systems against configuration errors Section 7

(b) Approaches for system management
Scenario Category Index
Setting and validation Checking the correctness of configurations Section 8
Deployment and monitoring Automating deployment and monitoring procedures Section 9
Coping with failures Troubleshooting configuration errors Section 10

helpful because configuration errors usually change the persistent system state. Rolling
the system back to a recorded healthy state (snapshot) could be a potential solution
based on techniques such as application checkpointing, backup/restore, and systemwide
undo [Brown and Patterson 2003]; however, the runtime overhead and storage require-
ment may not be negligible.

The limitations of both the tolerance and recovery techniques underscore the im-
portance of quickly troubleshooting and fixing configuration errors. After all, tolerance
and recovery techniques can only reduce the impact of configuration errors rather than
pinpointing or fixing them.

4. AN OVERVIEW OF EXISTING APPROACHES

In this article, we discuss the state-of-the-art systems approaches to tackling configura-
tion errors across a broad spectrum of system development and management processes,
including system design and implementation, quality assurance, correctness checking,
deployment, and troubleshooting. Table I gives an overview of the approach categories
in the context of each stage/scenario. Our goal is to help the configuration stakeholder
(including both system vendors and system users) understand the challenges lying in
each stage/scenario and the potential solutions they can leverage.

4.1. Approaches for System Vendors in the Development Stages

System development refers to building and maintenance of the system software. A
development cycle includes design, implementation, documentation, testing, etc. Con-
figuration, as a part of the system, certainly follows such standard development pro-
cesses. Since configuration errors cause high financial and human costs (cf. Section 1),
a number of efforts have been made to help system vendors tackle configuration errors
during system development. In comparison to the approaches for system management,
addressing configuration errors at the development stages can fix the errors in the first
place with low cost of change. These efforts mainly include the following three aspects:

—Building configuration-free systems: A natural idea of solving configuration errors
is to remove the need of configuration by autoconfiguration. This prevents users
from misconfiguring the systems in the first place. However, not all the configuration
settings can be automated; also, it may be difficult for autoconfiguration solutions
to balance simplicity and flexibility, the two conflicting goals of system design. We
discuss the approaches toward configuration-free systems in Section 5.

—Making systems easy to configure: A more tangible goal is to make systems easy to
configure in order to lower the error rate. This requires designing and implementing
configurations from the user’s perspective; for example, designing user-friendly con-
figuration languages, and making configuration requirements intuitive and easy to
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follow. We discuss the approaches that aim to make user-friendly configurations in
Section 6.

—Harden systems against configuration errors: Despite the aforementioned efforts,
we have to confront the fact that configuration errors, as human errors, are in-
evitable [Patterson et al. 2002]. A practical way of tackling these inevitable errors
is to harden the systems against such errors. Ideally, the system should deny users’
misconfigurations and pinpoint the errors to users. We discuss the approaches to
hardening systems, mainly at the stage of quality assurance, in Section 7.

4.2. Approaches for System Users in Different Usage Scenarios

The typical usage scenarios regarding configurations include setting and validating
configuration values, deploying and monitoring configuration settings to the produc-
tion systems (often in a larger scale), and diagnosing system failures caused by config-
uration errors (if any). Many of the activities related to configuration are tedious, time
consuming, and prone to errors if performed manually. Thus, a number of supporting
tools have been developed to automate the processes.

—Checking the correctness of configuration settings: As discussed in Section 3.2, it is
prohibitively difficult to ensure the correctness of configuration settings. Fortunately,
current approaches are able to provide automatic solutions to detect or expose cer-
tain types of configuration errors in users’ settings, before deployment and roll-out.
These approaches include static rule-based misconfiguration detection and dynamic
testing-based validation. We discuss these approaches in Section 8.

—Automating the deployment and monitoring: Many of today’s systems in production,
exemplified by Hadoop clusters and data centers, are highly distributed and large in
scale, and consist of hundreds, even thousands, of computing nodes. It is tedious and
extremely error prone for administrators to manually deploy configuration settings to
every node and to keep track of them. A number of tools have been built to automate
the processes, which is discussed in Section 9.

—Troubleshooting configuration errors: To fill the vacancy of troubleshooting support
(cf. Section 3.4), a number of research efforts have been made to provide solutions
and tool support to help administrators identify the configuration errors that result
in system failures. We discuss the approaches to troubleshooting configuration errors
in Section 10.

5. BUILDING CONFIGURATION-FREE SYSTEMS

One natural idea of resolving configuration errors is to free system administrators
from configuration by automating configuration processes. This lifts the users’ bur-
den of configuration and prevents human errors in the first place. However, building
configuration-free systems is not trivial. First, not all the configurations can be or
should be automated. For example, it is hard for systems to automatically determine
the configurations that require information outside the system, e.g., connection in-
formation of backup services; also, systems should not automatically decide critical
configuration settings that may cause permanent changes in the system state or user
data [Verbowski et al. 2006b].

Moreover, it is difficult for configuration automation to balance simplicity of config-
uration and flexibility of control, the two conflicting goals of system design. On one
hand, system users desire configurations to be simple and easy to use; on the other
hand, many of them need the knobs to customize and fine-tune the systems, especially
in performance-critical systems.

Despite the preceding challenges, many efforts have been made toward making
system administrators “free of configuration,” including eliminating configuration
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parameters, automatically selecting (and recommending) configuration values, and
recording and replaying others’ configurations.

5.1. Eliminating Configurations

Configurations are exposed to users for providing the flexibility of control. Since the
flexibility comes with a high cost (i.e., complexity and error proneness), the following
two types of configurations should be eliminated: (1) configurations that are not needed
by most of the users; and (2) configurations that are hard for users to set correctly. After
all, if users do not or cannot leverage the flexibility provided by the configurations, the
cost is not worthwhile.

Eliminating unused configurations. Configuration parameters that are seldom set by
users should be hidden or be removed, because they make configurations more complex
without producing much benefit in terms of user-desired flexibility. Lots of flexibility
can lead to lots of confusion.

Xu et al. [2015] report that 31.1%–54.1% of the configuration parameters were sel-
dom set by any users in four mature, widely used system-software projects. Hiding or
removing these parameters can significantly simplify configurations with little impact
on existing users. Note that the complexity caused by “too many knobs” does come with
a cost—up to 48.5% of user-reported configuration issues are about users’ difficulties in
finding or setting the parameters (from the entire parameter set) to achieve their de-
sired functionalities or performance goals; up to 53.3% of configuration errors are intro-
duced due to users’ staying with default values incorrectly. Based on their results, they
propose a set of design principles that can significantly reduce the configuration space.

In fact, some parameters could be automatically set according to the information
of the current system instance. For example, PostgreSQL has a number of preset pa-
rameters whose values are determined during the installation of the software. Take
block_size (the PostgreSQL data-block size) as an example: its value is automatically
set to be aligned with the size of the file system’s disk blocks in order to optimize the
disk usage.

To understand which configurations the users need, system vendors should main-
tain user-feedback loops for configuration design. Right now, many system vendors are
collecting users’ configuration settings for troubleshooting purposes [Wang et al. 2003;
Jiang et al. 2009]. Such data provide great opportunities to understand users’ config-
uration settings in the field, including how the users set each parameter and which
parameters are rarely set.

Eliminating hard-to-set configurations. System developers also attempt to eliminate
configurations that are hard for users to set correctly by new system design or con-
figuration automation. The memory management of Apache Flink (a large-scale data
processing engine, previously known as Stratosphere [Alexandrov et al. 2014]) is one
great example of eliminating error-prone configurations with better design. Flink ef-
fectively prevents OutOfMemoryError using its novel serialization-based JVM memory
management, which “makes the difference between a system that is hard to configure
with unpredictable reliability and performance and a system that behaves robustly
with few configuration knobs” [Hueske 2015]. As reported by Cloudera Inc. [Rabkin
and Katz 2013], memory misconfigurations (causing OutOfMemoryError) contribute to
approximately a third of all configuration problems of Hadoop, as manually setting
JVM heap memory is error prone and fragile, especially if the workload characteristics
or the execution environment change.

In addition, system developers attempt to automate configuration settings to elim-
inate ones with tedious setting procedures and with difficult setting policies (e.g.,
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trade-offs between system and environmental conditions). Hippodrome [Anderson et al.
2002] automates the iterative configuration process of enterprise-scale storage systems
to cope with the diversity of workloads (the configurations mainly include the provisions
of hard drives and logical units). Hippodrome analyzes a running workload to determine
its requirements, calculates a new storage system configuration, and then migrates
the existing system configuration to the new configuration. Hippodrome makes better
configuration decisions by systematically exploring the large space of possible config-
urations based on the predefined storage system models. MUSE [Chase et al. 2001]
applies similar principles to generate the service and server configurations toward
provisioning energy-conscious resources for Internet hosting data centers. DAC [Chen
et al. 2010] automates IP-address configurations for datacenter networks, considering
both the locality and topology information for performance and routing purposes. In
this way, it eliminates the error proneness of traditional address configuration proto-
cols such as Dynamic Host Configuration Protocol (DHCP) that require a huge amount
of manual inputs.

5.2. Automatic Performance Tuning

One specific class of hard-to-set configuration parameters are those related to system
performance. Large systems usually include a large number of performance-related pa-
rameters (e.g., memory allocation, I/O optimization, parallelism levels, logging). Their
impact on performance is often poorly understood due to the inexplicit correlations
and interactions both inside the system and across multiple system components and
runtime environments. Consequently, tuning system performance is challenging, espe-
cially for users with limited knowledge of system internals (cf. Section 2.4). Also, with
the explosive configuration space, it is prohibitively difficult and costly to test out every
value combination and then select the best ones.

Mature systems provide default values for these configuration parameters. The de-
fault values are usually carefully selected by developers based on their experience
and/or in-house performance testing results. Ideally, good default values can satisfy
users with common workloads and system/hardware settings. However, given a par-
ticular workload and system runtime, it is hard for the static default values to deliver
the optimized system performance.

There is a wealth of literature on performance tuning by selecting configuration
values. The basic idea is to model the performance as a function of configuration
settings, as in the following equation:7

p = FW (�v), where �v = (v1, v2, . . . , vn). (1)

Here, FW is the performance function of a workload type W ; �v is the configuration value
set consisting of the value of each i-th configuration parameter (the number of param-
eters is denoted as n); and p is the performance metric of interest (e.g., execution time,
response latency, throughput). With such a model, the performance tuning problem is
to find the value set �v∗ that achieves the best performance (i.e., argmax) in terms of the
metric, that is,

�v∗ = argmax FW (�v). (2)

Since the performance function FW is often unknown or does not have a closed form, a
number of black-box optimization algorithms have been proposed, including the recur-
sive random algorithm [Ye and Kalyanaraman 2003], the hill-climbing algorithm [Xi

7This model can be extended to include other factors. For example, Herodotou and Babu [2011] models the
performance of one MapReduce job W as p = FW (�v, �r, �d) where �r is the allocated resources and �d represents
other statistical properties of data processed by W .
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et al. 2004], the neighborhood-selection algorithm [Osogami and Itoko 2006], and grid-
ding [Herodotou and Babu 2011]. Other studies try to capture the performance charac-
teristics using specific models. For example, Duan et al. [2009] use a Gaussian process
to represent the response surface of FW in relational database systems; Zheng et al.
[2007] apply dependency graphs to describe the performance dependencies among dif-
ferent parameters of Web applications.

These studies provide theoretical guidance for modeling performance impact of con-
figuration settings. However, it is fundamentally difficult to precisely model the sys-
tem performance in the field due to many unexpected and confounding factors. Conse-
quently, some of the models are limited to certain workloads and environments, making
them less appealing in practice.

5.3. Reusing Configuration Solutions

As configuration is difficult, the experience and efforts toward the correct configuration
solutions should be shared and reused. Often, a configuration task difficult for some
users has been encountered and solved by other users. Most importantly, the previous
working solutions are likely to be helpful (and even directly applicable) to the new
systems under configuration.

Configuration File Templates. The basic form of reusing configurations is through
templates. A typical configuration file template is a working solution for one particular
use case. For example, Squid Web proxy provides a number of configuration file tem-
plates for different usage scenarios including reverse proxy, filtering for instant mes-
saging (chat programs), filtering for multimedia and data streaming, etc. Squid users
can start with the templates based on the upper-level applications, and edit system-
specific parameters accordingly. This saves a lot of effort, in comparison to configuring
the system from scratch. Templates can also be made for different hardware or envi-
ronment conditions. For example, MySQL once provided five templates for servers with
different memory sizes, ranging from less than 64MB to larger than 4GB. These tem-
plates save users’ efforts of tuning memory-related configuration parameters, which is
difficult but critical to performance.

In fact, templates not only can be provided by system vendors, but also can be
distributed by third-party tool providers or among user communities. For example,
the user communities of configuration management tools (e.g., Puppet, Chef, and
CFEngine) discussed in Section 9 have the tradition of sharing configurations for a
variety of common software systems.

Record-and-Replay Systems. Static configuration file templates have two major lim-
itations. First, they cannot capture configuration actions, for example, setting file per-
missions, installing software packages, creating new user groups. These actions can
be a necessary part of the configuration solution. Second, the solution provided by the
templates may not work for the new system; applying a wrong solution may have side
effects—changes of the system states. In this case, the changes need to be undone.
Manually undoing system changes is not only tedious but also difficult as users may
not be aware of some implicit changes of system states.

Record-and-replay systems are proposed to address the preceding two limitations
and to make configuration reuse fully automated. The basic idea is to record the traces
of a working configuration solution on one system, and then replay the traces on other
systems under configuration. If the replay fails (e.g., not passing predefined test cases),
the system will be automatically rolled back to its original state. Since the traces for the
same configuration problem may differ (e.g., due to system and environment settings),
multiple raw traces could be merged to construct the canonical solution. A centralized
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Fig. 1. Main components and workflow of a record-and-replay system.

database is usually deployed to maintain all the solutions for easy retrieval. Figure 1
illustrates the main components and the workflow of record-and-replay systems.

AutoBash [Su et al. 2007] and KarDo [Kushman and Katabi 2010] are two rep-
resentative record-and-replay systems designed for different use cases. AutoBash is
designed for recording and replaying configuration tasks performed in Bash (or other
UNIX-style shells). It leverages kernel speculation to automatically try out solutions
from the solution database one by one until it finds a working one for a configuration
problem. The kernel speculator ensures that the speculative state is never external-
ized, that is, it isolates AutoBash’s replay activities from other nonconfiguration tasks.
AutoBash requires users to provide test cases and oracles (called predicates) in order
to decide whether or not the configured system is correct. Later, Su and Flinn [2009]
further propose automatic generation of predicates by observing the actions of users’
troubleshooting processes.

KarDo is designed for automating Graphical User Interface (GUI) -based config-
urations on personal computers. It records the window events when users perform
configuration tasks based on OS-level accessibility support. KarDo analyzes the raw
traces and identifies the window events specific to the task and the events for state
transition events. It then constructs the canonical solution for a configuration task; the
canonical solution works for systems with different internal states.

6. MAKING SYSTEMS EASY TO CONFIGURE

As it is challenging to create systems completely free of configuration, a more practical
direction is to make systems easy to configure in order to lower the human-error rate.
The key toward this goal is to treat configuration as user interfaces and adopt the
user-centric philosophy for configuration design and implementation. In this section,
we discuss two classes of efforts toward making configurations easy: declarative config-
uration design and user-friendly configuration constraints. The former enables users
to use high-level configuration primitives rather than minutiae of settings, while the
latter makes the configuration process intuitive and less prone to errors.

Please note that making system easy to configure is not, and should not be, limited
to these two aspects. With the user-centric design philosophy, the tool building and
support should be based on the understanding of users’ difficulties and pains regarding
their configurations. This may require user interviews [Velasquez et al. 2008] and field
studies [Barrett et al. 2004].

6.1. Declarative Configuration

The idea of declarative configuration design is to help users state what is to be config-
ured, but not necessarily how it is to be configured. In this way, users can work with
high-level primitives instead of the minutiae of configuration settings. The challenges
lie in designing the right level of abstraction. What is needed, on one hand, is to em-
power users to describe configuration goals without getting bogged down in how to
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achieve those goals. On the other hand, declarative approaches need to automatically
translate the declared goals into low-level configuration actions.

DeTreville [2005] proposes to make system configuration declarative. This is done
with a hierarchical system model to express rules that define how various components
(submodels) compose a system. The models are in the form of functions, defining the
configuration constraints between different components. The system parameter set-
tings, as the inputs of these model functions, produce a system instance. With this
model, users can establish system policies to define whether a system instance is ac-
ceptable or not, e.g., “a system model is valid only when all its submodels are valid.”
Following that, Dolstra and Hemel [2007] propose a pure functional model to express
the configurations of software packages and their dependencies.

These ideas have been integrated in a number of configuration management tools
such as Puppet, Chef, and CFEngine (cf. Section 9). For example, the following Puppet
configuration snippet declares two system services: apache and apache-ssl. The former
requires a package installation, while the latter is based on the former service and
requires an additional file. Puppet would ensure the dependencies according to the
declarations.

class apache {
service{’apache’: require => package[’httpd’] }

}
class apache-ssl inherits apache {

# Host certificate is required for SSL to function
service[’apache’] { require +> file[’apache.pem’] }

}

Declarative methods are also applied to resource configuration. Hewson et al. [2012] de-
sign an object-oriented configuration language that allows administrators to provision
physical machines by describing the constraints (e.g., hardware limit) and require-
ments of resources. It translates users’ declarations into a Constraints Satisfaction
Problem (CSP), and uses a CSP solver to find a valid solution. Other tools model the
declared problems into Boolean Satisfiability Problem (SAT) [Narain 2005, 2008] and
Constraint Logic Programming (CSP) [Goldsack et al. 2009].

Most existing declarative configuration approaches only allow users to declare the
procedures instead of expressing their intentions of configuration. As the next step, we
envision a breakthrough in the direction of helping users express high-level intentions.
For example, users can express an intention such as “I want my data to be more reliable”;
accordingly, the system can suggest, or automatically adjust, relevant configuration
parameters such as RAID level or number of data replicas.

6.2. Design and Implementation of User-Friendly Configuration Constraints

Configuration constraints are correctness rules that differentiate correct configurations
from misconfigurations. In order to conduct correct configurations, users’ settings have
to strictly follow the constraints defined by developers. Thus, it is critical for developers
to design and implement user-friendly constraints for configurations, which can reduce
users’ confusion and mistakes.

Design principles. The constraints are one part of the configuration interface pre-
sented to the users, and their design should follow the interface design principles
(e.g., Norman [1983a, 1983b], Molich and Nielsen [1990], and Nielsen and Molich
[1990]). In particular, the following principles should be carefully applied and evalu-
ated in the design of configuration constraints,
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Fig. 2. Real-world examples of configuration constraints that are not user friendly.

—Intuitiveness: Being intuitive means to speak the users’ language and to minimize the
users’ memory load [Molich and Nielsen 1990]. With the large number of configura-
tion parameters, it is not reasonable to assume that users remember every detailed
constraint. In the example in Figure 2(a), the developers expect too much of users
who do not read the parsing code.

—Consistency: The constraints of different configuration parameters should be consis-
tent. Since computer system users tend to derive operations by analogy with other
similar aspects of the system [Norman 1983b], inconsistent constraints of similar
types of configurations would lead to users’ confusion and misconfigurations, as
shown in Figure 2(b).

—Providing feedback: When users’ configuration settings violate constraints, the sys-
tem should pinpoint the error and provide potential solutions via the display (e.g.,
stdout, stderr) or log messages. As reported by Yin et al. [2011], good log messages
can shorten users’ self-diagnosis time by up to an order of magnitude.

—Minimalism: The constraints should be designed as simple as possible as long as
they can satisfy users’ needs. For example, developers often choose overflexible data
types for configuration parameters (e.g., using numeric types instead of the simple
Boolean or enumerative types). However, users might not need such flexibility. Often,
flexibility comes with the cost of complexity.8

—Help and documentation: The constraints of each parameter should be rigorously
documented not only in user manuals but also in systems themselves. The docu-
mentation should allow users to search the constraint information in a convenient
way.

Unfortunately, many of today’s mature software projects do not satisfy these basic
design principles. In Xu et al. [2013], all of the six studied software systems (including
a commercial system and six open-source server applications) have different levels
of inconsistency, silently ignoring or changing users’ settings, and undocumented
constraints.

8Elphinstone and Heiser [2013] share an example as one of the lessons learned in 20 years of L4 microkernel
development: the IPC time-out was changed from a floating parameter (supporting the values of zero, infinity,
and finite values ranging from 1ms to weeks) into a Boolean one (zero or infinity). It is because the time-
outs added complexity (for managing wake-up lists) but were of little use—“There is no theory, or even good
heuristics, for choosing timeout values in a non-trivial system, and in reality, only the values zero and infinity
were used.”
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Implementation notes. Implementation should also be taken care of to embody the
design principles. Developers should always anticipate users’ configuration mistakes,
which means disciplined checking and logging. The following code snippets come from
the configuration parsing procedure for Boolean parameters in Squid Web proxy (ver-
sion 2.3.5). With such a parsing procedure, Squid silently overrules any users’ setting
(converting it to “off”) as long as the setting is not equal to “on,” even for settings with
the completely different semantic meaning such as “yes” or “enable.” Such implemen-
tation should be avoided because it can easily confuse users due to the mismatching
between the system behavior and their intention.9 In latter versions (after we reported
the problem), Squid carefully checks and and prints log messages if the setting is
neither “on” nor “off.”

/* squid-2.3.5: src/cache cf.cc */
if (!strcasecmp(token, “on”)) { //“token” stores users’ settings

var = 1;
} else {

var = 0;
}

Xu et al. [2013] point out that some “unsafe” APIs should be avoided in configuration
parsing procedures, such as atoi, sscanf, and sprintf. These APIs do not provide error
checking and would translate users’ erroneous settings to undefined values. Again,
developers cannot assume users’ settings are always correct [Zeller 2009]. Instead, a
good practice is to use safe APIs such as strtol and to check errors through errno and
end pointers (endptr).

7. HARDENING SYSTEMS AGAINST CONFIGURATION ERRORS

Despite the aforementioned efforts, the cruel fact is that configuration errors, as human
errors, are inevitable [Patterson et al. 2002]. To cope with such inevitable errors, the
systems themselves should anticipate potential configuration errors and be hardened
against these errors. Ideally, when the users misconfigure the system, the system
should not fail or crash; instead, the system should deny the erroneous settings and
print log messages to pinpoint the errors.

To harden systems against configuration errors, researchers propose testing sys-
tem resilience and reactions to configuration errors as a part of quality assurance
for software systems. We refer to such testing efforts as configuration testing in this
article.10 Similar to other testing practices (e.g., unit testing, functional testing) that
try to expose software defects, the goal of configuration testing is to expose the sys-
tem’s vulnerabilities to configuration errors (i.e., misconfiguration vulnerabilities [Xu
et al. 2013]) so that developers can fix the vulnerabilities before releasing and shipping
the system to the users. Specifically, misconfiguration vulnerabilities are unexpected
system behavior under certain configuration errors, including crashes, hangs, missing
functionalities, producing incorrect results, and mistranslating users’ settings. Fixing
these vulnerabilities includes enhancing system resilience to the errors (e.g., adding

9MySQL Bug #51631 is a supporting example. Before version 5.1, MySQL defined numeric values 1 and
0 as the only valid settings of the Boolean parameter, general-log. Although this value constraint was
documented, users still got confused when setting the parameter as “on” or “off.” This nonintuitive design is
fixed in the latter MySQL versions.
10Note that the configuration testing discussed in this section is completely different from the testing efforts
that attempt to expose software bugs under different combinations of configuration settings (there is a
large body of literature of efficient software testing by reducing the configuration combinatorics). This article
focuses on tackling configuration errors rather than defects in the software. Thus, we only discuss the testing
to expose systems’ vulnerabilities to configuration errors.
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Fig. 3. A demonstrative example of error generation for configuration testing. In this example, file_par is
a configuration parameter representing a file path; the value of file_par is stored in the variable file_var
in the program, as shown in (b). The generated erroneous settings (i.e., the outputs) will be used to test the
system resilience and reactions to these errors.

proactive checking code) and improving system reactions to the errors (e.g., denying
the errors and printing error messages).

The main challenge of configuration testing is to anticipate the configuration errors
that users will potentially make. With the enormous error space (cf. Section 3.1), it is
prohibitively difficult and costly to list all the possible errors, and to test whether or
not the system is resilient and could react gracefully to each of them. Thus, the key is
to have a small set of representative configuration errors as test cases. The errors used
for testing should be efficient so that they can expose misconfiguration vulnerabilities
in a short amount of time, realistic so that they are likely to be made by real-world
users, and systematic to expose as many vulnerabilities as possible.

To generate efficient, realistic, and systematic configuration errors for testing, both
black-box approaches and white-box approaches have been proposed. Figure 3 demon-
strates the process of error generation using these two types of approaches.

Black-Box Approaches. ConfErr [Keller et al. 2008] is a black-box configuration test-
ing tool. It uses human error models rooted in psychology and linguistics to generate
realistic configuration errors. The configuration errors generated by ConfErr include
spelling errors (e.g., omissions, insertions, substitutions, case alterations), structural
errors (e.g., reverting two sections in a configuration file), and semantic errors (e.g.,
violating RFC, inconsistency between functionality). As a “smart” fuzz testing [Miller
et al. 1995], ConfErr understands neither the semantics nor the constraints of each con-
figuration parameter. The configuration errors are generated by mutating the correct
configuration settings in the default configuration files. Keller et al. [2008] show that
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ConfErr is able to expose a number of vulnerabilities in five widely used open-source
software systems.

White-Box Approaches. Complementary to black-box approaches, white-box ap-
proaches generate configuration errors according to how the configuration parameters
are used inside the system programs. Spex [Xu et al. 2013] is a white-box tool that gen-
erates configuration errors based on the inference of the constraints of configuration
parameters. As discussed in Section 6.2, the constraints define the correctness rules
of configuration settings. Spex generates errors by violating the inferred constraints
in a variety of aspects. In Figure 3(b), Spex generates erroneous settings including a
directory path, a nonexistence path, and a privileged file path for a parameter that is
constrained to be a regular file path.

To infer constraints of each configuration parameter, Spex statically analyzes the
system program to observe how the parameter is read and used. Once the parame-
ter’s usage matches predefined patterns, the corresponding constraint is captured. In
Figure 3(b), Spex infers the data type of the file_par parameter to be a regular file
path by observing its value (stored in the file_var variable) falling into the open()
system call. Compared with black-box approaches, the test cases generated by Spex
are more efficient and targeted. Besides static analysis, symbolic execution (e.g., Klee
[Cadar et al. 2008]) has great potential to generate a comprehensive set of test cases
in terms of code coverage, considering configuration settings as the system inputs.

We would like to point out that the tools discussed previously have their limitations.
Their generality makes them not capable of understanding the semantics of either the
software or the configuration. For example, though Spex can infer that a configuration
parameter is an IP address, it is hard for Spex to know what the correct IP address
should be, and thus Spex cannot generate specific types of erroneous IP addresses. We
envision domain-specific methods to enhance the capability of these tools to expose
more sophisticated misconfiguration vulnerabilities.

8. CHECKING CORRECTNESS OF CONFIGURATIONS

In this section, we discuss the approaches that help check the correctness of configu-
ration settings, including static misconfiguration detection and dynamic configuration
validation.

8.1. Misconfiguration Detection

Misconfiguration detection refers to the process of checking the configuration settings
before the errors are manifested through runtime crashes and performance anomalies.
Most of today’s detection approaches are rule based: the detector checks the configura-
tion settings against a set of predefined correctness rules (also known as constraints or
specifications). If a configuration setting does not satisfy these rules, it will be flagged as
a misconfiguration. The key challenge of rule-based detection is to define and manage
effective and useful rules.

Defining rules. Most mature systems implement built-in configuration checking logic
to detect syntax and format errors against basic rules. As observed by Nagaraja et al.
[2004], the checking is useful in detecting users’ configuration mistakes. Some ad-
vanced, domain-specific rules have been proposed in different system domains. For
example, Xiong et al. [2012] model the data-range rules among multiple parameters.
The range model of configuration parameters can help detect and fix invalid settings.
Feamster and Balakrishnan [2005] define two general correctness rules forBorder Gate-
way Protocol (BGP) configurations: the path visibility and the route validity. Based on
the two rules, their tool RCC detects BGP misconfigurations by statically analyzing
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BGP configurations. ConfValley [Huang et al. 2015] provides a simple, domain-specific
language called Configuration Predicate Language (CPL) for cloud system operators
to write configuration checking logic in a compact, declarative fashion. Compared with
traditional imperative languages, CPL can significantly reduce the efforts of writing
checking code (up to 10× reduction of lines of code) in cloud systems.

Generally speaking, manually specified rules face the following two problems. First,
it is hard to make predefined rules complete [Kendrick 2012]. In the study of Nagaraja
et al. [2004], though Apache’s checker detected a number of configuration errors based
on predefined rules, it did not check a misconfigured file path, causing mod_jk to crash.
Second, it is costly to keep the rules updated with the software evolution, since it
requires repeating the manual efforts. As demonstrated in Zhang and Ernst [2014],
configuration rules could be obsolete with code changes.

Learning rules. To address the problems derived from the manual efforts of defining
rules, a number of research proposals provide automatic approaches to learning config-
uration rules. The basic idea is to learn the “common patterns” from large volumes of
configuration settings collected from a large number of healthy system instances. The
patterns shared by most of the healthy instances are assumed to be correct, and will
be used as the correctness rules for misconfiguration detection. A configuration setting
that does not follow these patterns is likely to be misconfigurations.

With this idea, a variety of machine learning techniques are applied to learn configu-
ration rules from different types of configuration data. CODE [Yuan et al. 2011a] learns
the access patterns of Windows Registry configurations, which indicate the appropri-
ate configuration events that should follow each context (a series of events). Based on
these patterns, CODE can sift through a sequence of configuration events and detect
the deviant ones as misconfigurations. Palatin et al. [2006] propose a distributed out-
lier detection algorithm to detect misconfigured machines (i.e., the outlier machine) in
grid systems based on log messages, resource utilizations, and configuration settings.
Kiciman and Wang [2004] apply unsupervised clustering algorithms on Windows Reg-
istry configurations in order to learn configuration constraints based on the Registry-
specific structures and semantics. Bauer et al. [2011] detect misconfigurations of access
control policies by applying association rule mining. The association rules identify the
subset of resources that appear in multiple access records. Access records that fail to
satisfy the learned rules are likely to have configuration errors.

The main concern of automatic learning is the accuracy. Inaccuracy results in false
rules that cause false positives in detection. False positives do matter. Bessey et al.
[2010] report that in reality, users ignore the tools if the false-positive rate is more than
30%. Please note that misconfiguration detection is performed before system failures
and anomalies happen. At the time, the users are usually optimistic and confident. This
psychological issue fundamentally makes misconfiguration detection different from the
postmortem failure diagnosis (when the users or support engineers are desperate and
willing to look at any hints). Unfortunately, learning-based approaches often cannot
provide sufficient accuracy and are difficult to tune. Many of the learning-based ap-
proaches discussed previously also require manual intervention.

To address the inaccuracy of learning techniques, EnCore [Zhang et al. 2014] adopts
a template-based learning approach. In EnCore, the learning process is guided by a
set of predefined rule templates that enforce learning to focus on patterns of interests.
In this way, EnCore filters out irrelevant information and reduces the false positives.
Furthermore, the templates are able to express rules that cannot be learned by state-
of-the-art machine learning algorithms.

Despite these advances in misconfiguration detection, we have to confront the fact
that configuration errors are still hard be ruled out. Besides the limitations of the
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existing approaches, some misconfigurations cannot be detected even when the settings
are enforced to follow the correctness rules. Such misconfigurations are referred to as
legal misconfigurations [Yin et al. 2011]. Legal misconfigurations are not rare. Among
the 434 real-world parameter-misconfiguration cases studied in Yin et al. [2011], “a
large portion (46.3%–61.9%) of the parameter misconfigurations have perfectly legal
parameters but do not deliver the functionality intended by users. These cases are more
difficult to detect by automatic checkers and may require more user training or better
configuration design.”

8.2. Online Configuration Validation

Online validation (also known as online testing11) helps users observe the effect of their
configuration settings by testing them out in a validation environment before rolling
out the configuration settings and making them visible to the production systems.
This complements static misconfiguration detection (cf. Section 8.1) in testing out the
settings in a running system. Thus, it has the potential to catch legal misconfigurations.

Online configuration validation is especially useful when the effect of configuration
settings is not well understood or cannot be calculated/estimated. It allows the ad-
ministrators and operators to apply the trial-and-error methods on different settings.
Moreover, performing online validation, as a rehearsal, is necessary for configurations
that are mission critical or cannot be rolled back; for example, formatting disks that
will clean users’ data.

The main challenge of the online validation approaches is to construct a validation
environment that has the same (or similar) characteristics of the production systems
including the workloads, the execution environments, and the underlying infrastruc-
ture. If the validation environment cannot capture these characteristics, the validation
results are less trustworthy. However, such construction is very challenging because of
resource constraints and the separation from the production environments, especially
for large-scale systems. Welsh [2013] shares his experience in Google,

“Of course we have extensive testing infrastructure, but the ‘hard’ problems always
come up when running in a real production environment, with real traffic and real
resource constraints. Even integration tests and canarying are a joke compared to
how complex production-scale systems are.”

As summarized by Bianchini et al. [2005], the online validation solutions need to be
comprehensive for determining whether or not the configuration settings are valid,
isolated to the production environments, and efficient in terms of resource usage.

Nagaraja et al. [2004] propose integrating the validation component as an extension
of the production systems, which addresses the separation between the validation and
the production environments. In their prototype designed for multitier Web services,
the entire system is divided into two logical slices: the online slice that hosts the pro-
duction services and the validation slice that validates new configuration settings. The
two slices are connected through a proxy that duplicates user requests from the pro-
duction services to the validation components. In this way, the validation components
can test new configurations under real workloads. The same idea is applied in Oliveira
et al. [2006] to validate configurations for database systems.

Due to the runtime overhead, integrating validation into production may be too
costly for systems compete for performance. Also, it may not be applicable to distributed
systems at a large scale (such as the cloud and data-center systems). It remains an open

11The user-side testing for the purpose of configuration validation is different from the testing for exposing
the system’s vulnerabilities to configuration errors discussed in Section 7.
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problem to design and implement effective validation methods for complex, large-scale
systems.

9. CONFIGURATION MANAGEMENT

Many of today’s systems in production, exemplified by cloud and data-center systems,
are highly distributed and large in scale—they consist of hundreds, even thousands,
of computing nodes. It is tedious and extremely error prone for administrators to
manually deploy and manage configuration settings for every single node. Automatic
tools are built to automate the management processes.

In this section, we give an overview of the effort and tool support for configuration
management in terms of configuration deployment and monitoring. As both of the
problems are well defined, configuration management is a mature field, with a number
of widely used tools available.

9.1. Automatic Deployment

Over the last two decades, the system administration community has proposed
and developed a number of tools for automatic configuration deployment including
LCFG [Anderson 1994], CFEngine [Burgess 1995], NewFig [LeFebvre and Snyder
2004], BCFG [Desai et al. 2005], SmartFrog [Goldsack et al. 2009], etc. Many of the
ideas have been encoded in today’s mature, well-developed tools, such as Puppet, Chef,
and CFEngine3. With the proliferation of distributed and cloud applications, these
tools have obtained significant popularity with active user groups.

Most of these tools share the same high-level idea for configuration deployment. At
the front-end, the tool provides administrators with a declarative language (discussed
in Section 6.1), based on which administrators can configure resources (e.g., machines,
software, services) and policies (e.g., the rules of using resources) in a concise way. At
the back-end, the tool automatically translates users’ configurations into settings and
actions (e.g., starting services, installing software packages).

The declarative languages often follow an object-oriented design, in order to match
the characteristics of clusters and data centers where a number of machines share a
part of configurations but are different in the site-, group-, or machine-specific con-
figurations. As demonstrated in Figure 4, system administrators usually take a con-
figuration “recipe” (provided by vendors or peer administrators), and customize their
configurations in the level of sites, groups, and machines. The tool automatically com-
piles the recipe and the customizations to generate per-machine configurations. Lastly,
it automatically deploys the configuration settings to every single machine under con-
figuration. Such deployment process is systematic and less prone to errors, because it
takes off administrators’ burden of configuring every single machine.

Anderson and Smith [2005] look back at the reasons why some of the old configu-
ration management tools have failed to move forward, and propose the standards for
interoperation of different tools. Delaet et al. [2010] survey a number of configuration
management tools using a comparison framework that defines the usability of these
tools. Lueninghoener [2011] provides some basic guidance and practices on how to
begin using the configuration management tools.

9.2. Monitoring Configuration Changes

Another important aspect of configuration management is monitoring the configuration
changes of the system. The critical configuration changes (e.g., changes that affect the
persistent system state) should be notified to users in time and be confirmed by users.
LiveOps [Verbowski et al. 2006b] is a system management service from Microsoft. It
audits the interactions between applications and the persistent system states using
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Fig. 4. A demonstrative example of automatic configuration deployment processes using object-oriented
declarative languages.

Flight Data Recorder [Verbowski et al. 2006a] from which it records all system changes,
verifies approved requests, and alerts users to unknown modifications.

Oliveira et al. [2010] observe that configuration errors on one or a few machines
are likely to be propagated to many others via large-scale deployment, which enlarges
the impact of the problem and the subsequent repairing time. Their tool, Barricade,
monitors the configuration actions and the changes of system states, and infers the
expected cost if the action leads to errors. Based on the cost, it decides whether and
how the system should react to the configuration changes.

10. TROUBLESHOOTING CONFIGURATION ERRORS

When configuration errors escape from the system defenses, causing failures, the users
have to troubleshoot the errors based on the failure symptoms. Due to the lack of ef-
fective and efficient tool support (cf. Section 3.4), troubleshooting configuration errors
mostly relies on manual efforts involving examining the configuration settings, analyz-
ing log messages, checking system states, and searching knowledge base articles. If the
users cannot successfully diagnose the problem by themselves, they have to call tech-
nical support for assistance. This often falls into more costly diagnosis cycles, including
collecting site information and remote debugging. Therefore, it is highly desired to have
automatic solutions and tool support to facilitate the troubleshooting process based on
the failure-site information (e.g., log messages, stack traces, and core dumps).

As discussed in Section 3.4, troubleshooting configuration errors has to address the
following two challenges. First, since the users may not have debugging information
(e.g., source code) or the expertise of debugging complex systems, troubleshooting can-
not follow the similar interactive process as software debugging, which asks users to
examine the program runtime execution and reason out the root causes (e.g., using
GDB). Second, the goal of misconfiguration troubleshooting is to pinpoint the erro-
neous configuration settings rather than the bugs inside the software. Thus, existing
diagnosis support (e.g., reconstructing the execution paths and reproducing the fail-
ures) may not be sufficient or useful for helping users find the configuration errors. In
other words, troubleshooting configuration errors needs to extend from errors in the
program to include errors in the configuration.
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Fig. 5. An example of misconfiguration troubleshooting based on the causality analysis of runtime exe-
cution. The black, solid lines represent the execution (which is either replayed or reconstructed by the
troubleshooting tool), while the red, dotted line represents the causal dependency between the symptom and
the failure.

10.1. Causality Analysis

There are several troubleshooting approaches that attempt to automatically identify
the erroneous setting as root causes of the failures. They do this by analyzing the causal
relationships between the settings and the failures. From the system’s perspective,
configuration settings are one type of system inputs that are read and stored in the
system variables, and then used during the runtime execution. As they deviate from the
normal executions, configuration errors lead to the failure executions, that is, executions
ended with system failures. Causality analysis attempts to reason out the causality
between the configuration settings (cause) and the failure execution (effect).

Figure 5 demonstrates the process of troubleshooting configuration errors using
causality analysis. First, the troubleshooting tool needs to record or reconstruct the
program execution that starts from reading the configuration files and ends with the
failure. In this example, the execution (represented as the black, solid line) first reads
the configuration file and stores the settings of configuration parameters in the program
variables (e.g., the file_par parameter is stored in the file_var variable). Then, it
uses the erroneous setting during the execution and triggers the failure (ERROR). The
troubleshooting tool analyzes the failure execution, and automatically reasons out the
causality between file_par and the ERROR. Based on this information, the tool reports
that the failure is caused by the configuration error (the bad setting of file_par) in the
configuration file.

ConfAid [Attariyan and Flinn 2010, 2011] is a representative misconfiguration trou-
bleshooting tool based on causality analysis. To troubleshoot a configuration error,
ConfAid first instruments the program binaries to insert the monitor code, which will
record the information flow during the program execution. Then, it reruns the pro-
gram in order to reproduce the failures using the instrumented binaries. Based on the
recorded execution information, ConfAid identifies the causal dependencies between
each configuration setting and the failure. The configuration setting with stronger
dependency to the failure is more likely to be the root cause of the failure.

On top of ConfAid, the authors further design and implement X-ray [Attariyan et al.
2012], a tool specialized for troubleshooting configuration errors that cause perfor-
mance anomalies. X-ray records the performance summarization of each configuration
setting during the program execution, quantifying the performance impact caused
by the setting. The settings with the bigger impact are considered to have stronger
causality with the performance anomaly. ConfAid and X-ray use a lightweight mon-
itoring mechanism so that a configuration problem can be captured online with low
overhead and reproduced offline for the causality analysis.
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Fig. 6. The work-flow of signature-based troubleshooting. The client-side App Tracker generates and sends
the signature of the sick system/execution to the troubleshooting center. The troubleshooting tool automati-
cally reasons out the errors (or solutions) by analyzing the signature with the reference signatures.

Different from ConfAid, ConfAnalyzer [Rabkin and Katz 2011a] takes a static ap-
proach that precomputes the causal dependencies between the configuration param-
eters and the potential failure points. Thus, it does not require instrumenting the
binaries and reproducing the failures. ConfAnalyzer analyzes the dataflow and control
flow of each configuration parameter on each potential execution path in the program.
It stores the mapping from the potential failure paths to the configuration parameters
in a table. To diagnose a failure, ConfAnalyzer first tries to reconstruct the failure
execution path based on log messages and stack traces; then it queries the table using
the failure path to obtain the dependent configuration parameters whose settings are
suspected to be erroneous.

10.2. Signature-Based Approaches

Signature-based troubleshooting approaches attempt to automatically reason out the
configuration errors by comparing the signature of the failure execution with the ref-
erence signatures.12 Reference signatures are usually recorded from executions with
known system behavior: they can be either normal executions or the known failure
executions recorded from previous troubleshooting efforts. Figure 6 demonstrates the
troubleshooting using the signature-based approach. As such approach requires a large
number of signatures (usually collected from a large number of system instances in
real uses), troubleshooting based on signature-based analysis is mostly adopted by the
companies with a large user base such as Microsoft.

PeerPressure [Wang et al. 2004] and its predecessor Strider [Wang et al. 2003]
compare the failure signature with signatures of normal executions.13 Upon a
failure, the client-side App Tracker captures the Windows Registry entries as the
signature of the failure execution and sends it to PeerPressure. These Registry entries
are treated as misconfiguration suspects. Next, PeerPressure queries a centralized sig-
nature database and fetches the respective settings of the entries that were collected
from the sample machines. Then, it uses Bayesian estimation to calculate the probabil-
ity of an entry to be erroneous and outputs the ranks of every entry. The PeerPressure

12A signature refers to the information recorded at the system runtime. Its semantics depend on the sig-
nature collector of the troubleshooting approach. For example, the signature could be the configuration
settings [Wang et al. 2003], system call traces [Yuan et al. 2006], and dependency set [Attariyan and Flinn
2008].
13PeerPressure assumes that an application would function correctly on most of the deployed machines;
therefore, it uses the information distilled from a large enough set of sample machines as the “statistical
golden states.” In this way, they can save the manual effort of labeling whether a machine is “healthy” or
“sick” (the labeling is required in Strider).
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technology has been transferred into the Microsoft Product Support Services (PSS)
toolkit.

Different from PeerPressure, Yuan et al. [2006] propose to compare the signature
of the failure execution with other known failure signatures. If a match is found,
the previous troubleshooting efforts can be reused to address the current configuration
error. In their proposed tool, the App Tracker collects system call traces as the signature
at the client side. Support Vector Machine (SVM) classification algorithms are used
to match the signature with the category generated from the signatures of known
problems. Then, the solution of the known problem will be returned to users. Attariyan
and Flinn [2008] show that the dependency set of a process is robust and accurate
signatures across variations of Unix operating systems (the dependency set is defined
as the set of objects read by the process and its descendants during their execution
such as files, directory entries, devices, etc).

The idea of signature-based analysis has also been applied by several other trou-
bleshooting tools in different domains. NetPrints [Aggarwal et al. 2009] applies deci-
sion tree-based learning methods on working and nonworking configuration snapshots
to generate signatures that distinguish different models of failures. It identifies home-
network misconfigurations if the error signatures match known failure signatures.
ConfDiagnoser [Zhang and Ernst 2013] instruments the bytecode of Java programs to
insert predicates (code capturing the program state) and records the runtime outcome
of every predicate as the signatures. It matches the signature with previous signatures
based on their cosine similarity, and then infers the configuration errors according to
the predicates.

10.3. Checkpoint-Based Approaches

Checkpointing is a technique of recording the history of the system states in a time
series. It allows users (e.g., system administrators) to check how the system transitions
from the working state to the failure state when a system failure occurs. To troubleshoot
the configuration error that causes the failure, the administrator can compare the
state of the system immediately before and after the failure using the UNIX diff
command [Whitaker et al. 2004].

Chronus [Whitaker et al. 2004] automates the search for the time when the system
transitions from a working state to a failure state. It only checkpoints the persistent
storage based on a time-travel disk that has relatively low overhead compared with
whole-system checkpointing. Chronus uses a virtual machine monitor to instantiate,
boot, and test historical snapshots of the system in order to determine if a system
snapshot represents a working state. Snitch [Mickens et al. 2007] leverages the Flight-
Data Recorder [Verbowski et al. 2006a] to construct the timeline views of the system
states. The time lines are useful for validating the root cause hypothesis that the
decision tree-based troubleshooting procedures suggest.

11. OPEN PROBLEMS

Configuration errors are not newly emerged problems. They have been associated with
the system since the first day the configuration is exposed. However, in recent years,
configuration errors have become particularly prevalent and severe with the following
trends.

(1) The systems are becoming more complex and larger in scale. The scale of today’s
systems has increased dramatically. The notion of large-scale systems a decade ago
mainly refers to clusters consisting of tens of machines, while today’s large-scale sys-
tems (such as the cloud and data-center systems) could run on top of tens of thousands
of heterogeneous, geodistributed computing nodes with a variety of corunning soft-
ware components. Such system scale significantly enlarges the impact of configuration
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errors. First, the configuration errors on critical code paths or core system components
may affect the entire system. For example, the Google outage in 2012 was caused by
the misconfigured load balancing servers that affected other components including
sync and quota servers [Brodkin 2012]. Second, one configuration error could be rolled
out to hundreds, or even thousands, of system instances, which significantly enlarges
its impact.

Moreover, the complexity of today’s systems has increased tremendously. Many of
today’s systems contain multiple components with sophisticated dependencies and
interactions. For example, the GoogleDocs services rely on around 50 other services
inside Google [Wilkes 2011]. A single configuration error in one component might
cause catastrophe through cascading effects.

The scale and complexity of the systems also increase the difficulties of configuration.
Since it is prohibitively hard for a single administrator to be in charge of the entire sys-
tem, large-scale systems are usually configured by multiple administration teams. Each
team is responsible for one component or one aspect of the system. However, the lack of
global view and control of the entire system significantly increases the error proneness
of configuration. Many of the existing approaches and tools designed for an individual
component are not so appropriate in this case. In fact, it is even unrealistic to expect
the diverse components to adopt any kind of unified configuration process—the real
configuration problem is in integrating and configuring the connections between them.

(2) The systems are becoming more accessible and affordable to users. With the pro-
liferation of open-source software as well as the economic, on-demand pricing models
of cloud computing [Armbrust et al. 2009], today’s systems (including server and in-
frastructure systems) are no longer monopolized by large enterprises. Many small
companies or even end users are able to maintain and operate their own systems
[Andreessen 2011] such as LAMP-based Web servers, Hadoop clusters, and OpenStack
cloud systems. The prevalent usage of systems leads to the prevalence of configuration
errors, as more and more system administrators are not professional personnel.

We believe that these trends will continue in the next decades. Thus, it is time to
further develop approaches and practices to tackle configuration errors. In this section,
we discuss some open problems with regard to system configuration and the challenges
of attacking the problems. We believe that the breakthrough of these problems leads to
the eventual steps toward addressing configuration problems, with the hope that the
discussion could inspire follow-up research and practices.

11.1. Rethinking and Redesigning Configuration

The prevalence of today’s configuration difficulties and errors, as well as the result-
ing severe impact on system availability, reveals the importance of rethinking and
redesigning configuration. We advocate that configuration design should aim at proac-
tively eliminating users’ configuration errors in the first place, rather than passively
detecting and diagnosing after the errors occur (which is inefficient and costly). Re-
ducing error proneness and configuration complexity should have the same priority as
feature richness, time to market, and performance. Indeed, in the landmark study of
system reliability based on Tandem computers, Gray [1985] notes,

“The top priority for improving system availability is to reduce administrative mis-
takes by making self-configured systems with minimal maintenance and minimal
operator interaction. Interfaces that ask the operator for information or ask him to
perform some function must be simple, consistent and operator fault-tolerant.”

There have been a few research proposals advocating to rethink and redesign software
systems to address operation/administration errors and cost, including the RISC-style
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Fig. 7. A real-world example of a cross-component configuration error in a LAMP-based Web server.

system design [Chaudhuri and Weikum 2000], recovery-oriented computing [Brown
and Patterson 2001], autonomic computing [Kephart and Chess 2003], and human-
aware systems [Bianchini et al. 2005]. Unfortunately, few of them are specialized for
configuration or provide solutions that address the challenges of tackling configuration
errors; thus, it is hard for the stakeholder to take actions.

We believe that the key to configuration design and implementation is to follow the
user-centric design philosophy, with the goal of simplifying configuration complexity
and reducing error proneness. This requires system vendors to build user-feedback
loops to understand users’ configuration practices, difficulties, and common mistakes.
Benson et al. [2009] develop a suite of complexity models and metrics to describe the
routing configuration of a network. These models are designed to align with the com-
plexity of mental model operators use when reasoning about the networks, including
the complexity behind configuring network routers, the complexity arising from identi-
fying and defining distinct roles for routers, and the inherent complexity of the network
policies to be implemented. With these models, the network operators are able to com-
pare different configuration solutions and understand the complexity and overhead of
managing the configured network [Benson et al. 2011]. Xu et al. [2015] make one of
the first steps to study users’ configuration settings in the field. They find that many
configurations are overdelivered: they are seldom leveraged by users but unnecessarily
increase the complexity. They propose to reduce the unnecessary complexity to balance
the simplicity (usability) and flexibility (configurability). We advocate that such user-
centric design practices should be applied to all kinds of systems that require intensive
configuration, in a similar way to how developers understand the users’ problems for
UI/UX design. After all, configuration itself is a type of system interface that is more
challenging and critical to use.

11.2. Dealing with Cross-Component Configuration

Most of the existing approaches and tools (discussed in Sections 8–10) are designed for
configuration in a single software component; they are not able to tackle configuration
errors that break the cross-component dependencies and correlations. Unfortunately,
such configuration errors are not uncommon. Yin et al. [2011] report that “although
most misconfiguration is located within each examined application, still a significant
portion (21.7%–57.3%) of cases involve configuration beyond the application itself or
span across multiple hosts.” Figure 7 demonstrates a real-world example of a configu-
ration error that violates the value dependency of two configuration parameters, one
from PHP and the other from MySQL. Welsh [2013] describes a crash case in Google
where the configuration changes of one system component (generating more socket
connections) caused failures of another system component.
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The key challenge of cross-component configuration is to understand the inexplicit
interactions related to configuration among different system components in a large-
scale, complex system. As exemplified by Figure 7, the configuration settings could
work perfectly well for each software component, but combining them leads to errors
due to the interactions among components. Unfortunately, information of such interac-
tions is often inexplicit and poorly understood. The situation is worsened with system
federation where different components are maintained by different teams or organiza-
tions that may not collaborate with each other. One of the real configuration problems
is in integrating and configuring the connections between the components.

In particular, cross-component configuration errors are difficult to troubleshoot if the
users or support engineers are not aware of the hidden interactions. In the Google’s
case [Welsh 2013], “the engineer on call spent many, many hours trying different things
and trying to isolate the problem, without success.” It is highly desired to have new
approaches and tools that can tackle configuration errors by analyzing the entire soft-
ware stacks as a whole system. A few existing approaches make efforts to troubleshoot
configuration errors across multiple components, for example, to track the interprocess
information flows of users’ configuration settings, ConfAid (cf. Section 10.1) instru-
ments the system calls that create sockets and pipes to intercept messages with special
headers. Rabkin and Katz [2011b] manually annotate known RPC calls in Hadoop’s
source code in order to track the dataflows of configuration parameters. Unfortunately,
these approaches do not scale for large-scale, long-run systems and are limited in the
analysis they can perform.

11.3. Facilitating Configuration Collaboration

Configuring large-scale, federated systems often requires collaborations between sys-
tem administrators and operators across multiple teams or even multiple organiza-
tions. Without proper collaborative procedures, configuration would be prone to errors
and misinterpretation. Unfortunately, not much attention has been paid to provide
solutions and tool support to facilitate the configuration collaboration. Unlike soft-
ware development, few configuration tools enable peer review, accounting (tracking
who is responsible for which configuration settings), and configuration error tracking.
We believe that more research efforts and practices should be conducted to enforce
standardized collaborative procedures for configuration.

There are several projects that look at the collaboration aspects and build tooling
support to assist the procedures. Vanbrabant et al. [2011] integrate fine-grained access
control on top of Puppet to enforce configuration changes to go through the review
process by peer administrators or managers. It shares the same benefits as code re-
view, including more eyeballs on bugs, style compliance, knowledge sharing, etc. Most
importantly, it ensures the agreements of different teams and organizations. Anderson
and Cheney [2012] propose tracking the provenance of each parameter setting (includ-
ing where-provenance, dependency tracking, and override history) for configuration
collaborations. The provenance information can identify who has contributed to the
parameter setting and in what way. PRESTO [Enck et al. 2007, 2009] aims at enabling
modularity, a software-engineering practice, for network configuration. It automati-
cally constructs a router-native configuration by gluing together information sources
of myriad organizations. With PRESTO, domain experts can focus on codifying config-
uration templates, while network operators initialize and turn-up the templates using
router- and environment-specific information.

11.4. Providing Language Support for Configuration

Providing language support is a promising direction of tackling configuration problems.
As discussed in Section 6.1, declarative configuration languages can make configuration
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easy and efficient by expressing the high-level actions and masking low-level minutiae
of settings. In addition, better language support can potentially improve or enforce
the expressiveness, modularity, and verifiability of configuration to eliminate config-
uration errors. For example, the type-based configuration errors (e.g., typos, numeric
overflow/underflow) can be easily detected by language-level type checking.

On the other hand, the configuration language should be carefully designed, since
the abuse of using programming languages for configuration may impair the provabil-
ity, security, and usability [Mason 2011]. The following quotation shows the usability
impairment of using Perl as configuration language [Walkin 2012]:

“In a very short time the lure of unused expressiveness of such Turing-complete
environment prevailed and people started to write for-loops around data pieces and
doing other tricks to remove redundancy from the configuration. It turned out to be
a disaster in the end, with configuration becoming unmaintainable and flaky.”

The research of designing the “right” language support to enforce good system con-
figuration practices is important. The language should be simple and manageable (as
the plain texts), while remaining expressive, provable, and verifiable (as programming
languages). The Click configuration language [Kohler et al. 2000] is one of the good
examples. It provides a modular software router framework where users configure
routing decisions, dropping/scheduling policies, and packet manipulations using a sim-
ple, declarative dataflow language. This language is amenable to dataflow analysis and
other conventional programming language technologies. Applied to a router configu-
ration, these technologies can achieve high-level results, for example, optimizing the
router or verifying its high-level properties. We envision the design and implementation
of more programming language support for other domain-specific configuration tasks.

11.5. Improving Configuration UIs

Another direction of facilitating users’ configuration tasks and reducing their mistakes
is to design efficient and user-friendly configuration UIs. The configuration UIs have
been completely overlooked in past decades. Currently, the de facto configuration UI
is still the text file, which is not able to provide guidance, information, or feedback.
The assumption of using files as the UI is that users know exactly what and how to
configure so that they can directly edit the entries in the file. However, this assumption
does not hold. Hubaux et al. [2012] survey 90 Linux and eCos users and report that
many respondents complained about the lack of guidance and the low quality of the
advice provided by the configuration UI. Specifically, enabling an inactive configuration
parameter can be difficult, because “advice is often incomplete, hard to understand, or
even incorrect.”

Building an informative and handy configuration UI is not trivial, and needs sup-
port from the systems level. As pointed out by Oppenheimer et al. [2003], a good
configuration UI is not equivalent to simple graphic wrappers around existing con-
figuration files or the command-line interfaces. Instead, configuration UI should help
users understand the configuration logic, their constraints and dependencies, as well
as the potential impact of the configuration settings to the entire system. For example,
Maxion and Reeder [2005] observe that a significant percentage of misconfiguration
of NTFS permissions are because of the configuration UI not providing adequate in-
formation to users. A new UI design that presents all task-relevant information and
allows status checking can effectively reduce configuration errors of NTFS permissions
by 94%.

In fact, a number of system methods have been proposed to automatically, system-
atically extract a variety of types of configuration information, including constraints,
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dependencies, and correlations (e.g., Kiciman and Wang [2004], Ramachandran et al.
[2009], Nadi et al. [2014], Zhang et al. [2014], and Xu et al. [2013]); however, little of
the information has been integrated into the configuration UIs. We hope that future
configuration UIs could visualize and present a rich set of configuration information to
facilitate users during the configuration processes.

11.6. Understanding Configuration Problems in the Cloud

The wide adoption of the cloud computing principle has posed a number of new chal-
lenges of configuration due to the scale of the systems, the complexity caused by the
component interactions, and the dynamics of the systems [Reiss et al. 2012]. For ex-
ample, Zhang and Liu [2011] report that system migration (from a local data center to
the cloud, or from one data center to another data center inside the cloud) is a typical
source of configuration errors in cloud systems.

The configuration errors in cloud systems often have big impact, as the cloud systems
often serve as the back-end and platform support for many client-side applications
and services. In addition, the impact of one configuration error would be significantly
enlarged, as the erroneous configuration settings are often replicated onto a large
number of system instances. Furthermore, configuration errors in the cloud systems
are hard to diagnose due to the system scale and complex environment. Therefore, it
poses high requirements for the configuration design and implementation of the cloud
systems, as well as the practices of managing and operating these systems (including
the deployment, monitoring, refinement, etc.).

Several recent studies investigate the software systems commonly deployed in the
cloud. Gunawi et al. [2014] conduct a one-year study of development and deployment
issues of six popular cloud systems, including MapReduce, HDFS, HBase, Cassandra,
ZooKeeper, and Flume, based on the JIRA cases. They report that configuration issues
are the fourth largest category (14%) including both wrong configuration settings and
inappropriate settings. Yuan et al. [2014] analyze the production failures in a similar
set of cloud-based software systems and report that 23% of the failures are caused by
configuration changes, among which 30% have configuration errors and the remaining
majority involve valid changes. Based on the results, they suggest extending existing
testing tools to combine configuration changes with other operations.

Unfortunately, there is limited understanding of the operational practices and the
configuration problems of industrial cloud systems in the research community. We
encourage the cloud vendors to open and share their practices and experiences in
managing configuration in the cloud systems.

11.7. Helping End-User Administrators

With the proliferation of free software and economic infrastructure support, we can
envision that more and more nontechnical professions will start to configure and man-
age their own systems to support their work or hobbies. Similar to the term “end-user
programmer” [Ko et al. 2011], we use “end-user system administrators” to differentiate
them from their professional counterparts based on their goals: professionals are paid
to maintain systems over time; end users in contrast configure and use systems to
support some goals in their own domains of expertise.

Unlike professional administrators or technicians, end-user administrators may not
have sufficient experience or background to accomplish configuration tasks; some of
them even have difficulties in understanding the configuration semantics and terms.
The following quote gives one example of the user’s difficulties in understanding the
configuration semantics documented in the user manual. It is from a user’s email
sent to the developer in OpenLDAP mailing list [2004] in response to the developer’s
comment that “The reference manual already states, near the top. . .”
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“You are assuming that those who read that, understood what the context of ‘user’
was. I most assuredly did not until now. Unfortunately, many of us don’t come from
UNIX backgrounds and though pick up on many things, some things which seem
basic to you guys elude us for some time.”

More attention should be paid on end-user system configuration and administration
to empower end users to manage their own systems. Specialized configuration design
and support for end-user administrators are required. Such design and support should
focus more on helping users enable functionalities and features rather than fine tune-
up of other aspects (e.g., performance, availability, security, etc.), because end users
mostly want convenient, immediate solutions to achieve their short-term goals. Like
the technical books written for dummies (e.g., Coar [1998]), the “dummy” version of
configuration should be designed and integrated with less assumption on the users’
abilities and more guidance and feedback for users.

11.8. Awareness and Responsibility

One psychological reason behind the prevalence of today’s configuration errors lies in
the developers’ attitudes toward these errors. Unlike software bugs for which devel-
opers take full responsibility and active roles, many developers take a laid-back role
in dealing with configuration errors because “they are not bugs but users’ incorrect
settings” [Xu et al. 2013]. The implication is that misconfiguration is the users’ faults,
not the developers’ business. Such an attitude is reflected in at least the following
two aspects: (1) configuration errors are much less rigorously tracked; and (2) after
configuration errors are identified as the root causes of system failures, developers
often do not take further action to fix the error, such as changing the code or releasing
patches. Xu et al. [2013] share their experience of interacting with developers to fix
system vulnerabilities to configuration errors (cf. Section 7) and report certain typical
thinking of developers, including assuming that users read the manuals carefully, that
open-source users read the code, and even that administrators do not make mistakes.

It is critical for developers to be aware that actively handling configuration errors
benefits not only users but also themselves. Unlike software bugs, most configuration
errors can be easily fixed by users if the system can react gracefully to users’ configuration
errors. If a user’s misconfiguration causes the system to crash, hang, or fail silently,
the user has no choice but report to technical support. Not only do the users suffer
from system downtime, but also the developers, who have to spend time and effort
troubleshooting the errors and perhaps compensating the users’ losses. On the other
hand, if the system can deny the error and print explicitly log messages, the users can
directly fix the mistakes by themselves. Furthermore, handling configuration errors
also significantly eases developers’ troubleshooting efforts. Yin et al. [2011] report that
good system feedback with explicit messages can shorten the diagnosis time by 3–
13 times compared with the cases with ambiguous messages, and by 1.2–14.5 times
compared with the cases with no message.

Taking an active role represents being aware of the importance and the responsibility
of handling configuration errors. It spins across the entire lifecycles of the software
systems. We wish that with more education of the severity and the cost of configuration
errors, configuration problems will no longer lie in the gray zone between the developers
and the users.

12. CONCLUSION

In this article, we have discussed the characteristics of configuration errors, the chal-
lenges of tackling configuration errors, and the state-of-the-art systems approaches
that deal with different types of configuration errors. The surveyed approaches span
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across a variety of system development stages, including design, implementation, and
quality assurance. We hope that the discussion can help system vendors (including
architects, developers, and testing engineers) build user-friendly configuration so as to
eliminate configuration errors in the first place. The article also covers approaches to
attacking configuration errors in different usage scenarios, including detection and val-
idation, deployment and management, and failure diagnosis. We hope that it can serve
as a systematic exploration for users (especially system administrators) and technical-
support engineers to leverage existing technologies to actively address configuration
problems. Last but not least, we have discussed the open problems with regard to
system configuration. We encourage further research and practices to address these
problems toward the escape from configuration errors.
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